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1. DataKeeper Cluster Edition Oracle Cloud
Infrastructure Guide

This guide walks you through creating the following configurations as examples of using a cluster
environment.

« DataKeeper cluster nodes (two nodes cluster join in a domain node)

» Failover Cluster
« SQL Server Cluster
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1.1. Oracle Cloud Infrastructure Overview

Oracle Cloud Infrastructure (OCI) is a set of complementary cloud services that enable you to build and run
a wide range of applications and services in a highly available hosted environment provided by Oracle. OCI
provides high-performance computing capabilities (such as physical hardware instances) and storage
capacity in a flexible overlay virtual network that can be securely accessed from an on-premises network.

For more information, please visit https://www.oracle.com/cloud/.
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In this verification, we used two cluster nodes joined in a domain node with the following configuration with
DataKeeper for Windows installed.

Domain node

Region

Availability Domain
Fault Domain

Virtual Cloud Network

Subnet

Instance

0S

Cluster nodes (x2)

Region

Availability Domain
Fault Domain

Virtual Cloud Network

Subnet

Instances

(ON]

US East

AD-1

FD1

10.0.0.0/16

10.0.1.0/24 (public) 10.0.2.0/24 (private)

Compute shape: VM.Standard.E4.Flex
OS: Windows Server 2019 Standard
Additional disks: N/A

Network: Global IP address for connection
10.0.1.0/24 (public)

Windows Server 2019 Standard

US East

AD-1

FD2, FD3

10.0.0.0/16

10.0.1.0/24 (public), 10.0.2.0/24 (private)

Compute shape: VM.Standard.E4.Flex

OS: Windows Server 2019 Standard

Additional disks:

For Volume D: 50GB (For SQL Server cluster data, replicated by DataKeeper)
Network:

Global public IP address for remote connection

10.0.1.0/24 (public)

10.0.2.0/24 (private)

Windows Server 2019 Standard
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Verification Environment System Diagram

e Two cluster nodes and a domain node are in different fault domains.
» DataKeeper is used to replicate data between nodes.

U nevven _

| 100006 Fault Domain 1
Domain
Controller

Subnet #1: 10.0.1.14
Share

Fault Domain 2

Fault Domain 3
Q

- am CEBEL

WSFC1 10.0.1.0/24 WSFC2

Miror Source @ @ Miror Target
Volu é
@ Replication w

Subnet #1: 10.0.1.15 Subnet #1: 10.0.1.16
Subnet #2: 10.0.2.15 Subnet #2: 10.0.2.16

| Availability Domain 1
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1.2.1. OCI Instance Configuration

Domain node

Server name NODE-AD

Public IP address 1 10.0.1.14/24

CPU 2vCPU 4 processors
Memory 8GB

Disk System driver 200GB

Create compute instance

Create an instance to deploy and run icai Or Save as a Terraform stack for creating an instance with Resource Manager.

Hame

| nev-dkce-nodel 1-trang

Create in compartment

| siostechnology (root)

Placement

The availability domain helps determine which shapes are available.

Availability domain

AD1 AD2

HNgZi:US-ASHBURN-AD-1 v

NqZi:US-ASHBURN-AD-2

AD 3

NgZiUS-ASHBURN-AD-3

3 Hide advanced options

Capacity type
© On-demand capacity
Plaps the instancs on a sharsd host using on-demand capacity.
! Preemptible capacity
Flace the instance on a shared host using preemglible capacity, This instance can be recisimed at any time.

(I Capacity reservation
Flace the instance on a shared host, and have it count against a capacity reservation.

" Dedicated host
Place the instance on a dedicated virtual machine host.

Fault domain

FAULT-DOMAIN-2

Vihen should | speciy a fault domain?
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Image and shape Collapse

A shape is a template that determines the number of CPUs, amount of memory, and other resources allocated to an instance. The image is the operating system that runs on top of the
shape.

Image

-- Windows Server 2019 Standard ;
.. Image build: 2022.03.08-0 Change image

Shape

VM.Standard.E4.Flex
AI'ID" ' : ) Change shape
Virtual machine, 2 core OCPU, § GB memory, 2 Gbps network bandwidth

25 snow advanced options

Networking Collapse

Metworking is how your instance connects to the internet and other resources in the Consele. To make sure you can connect to your instance, assign a public IP address to the instance

Primary network
© select existing virtual cloud network Create new virfual cloud network Enter subnet GCID

Virtual cloud network in siostechnology (root) (Change Compariment)

HEV_VCHN <
Subnet
© select existing subnet Create new public subnet
Subnet in technol (root) @ (Change Compartment)

Public Subnet-NEV_VCN (regional) S

Public IP address
© Assign a public IPv4 address Do not assign a public IPv4 address

@ Assigning a public IP address makes this instance accessible from the internet. If you're not sure whether you need a public IP address, you can always assign one later.

“;E Hide advanced options

Use network security groups to control fraffic @

Private IP address Cptional
100114
DME record
°Assign a private DM S record Do not assign a private DNS record
Hostname Oofional
NODE-AD
M spaces. Only letters, numbers, and hyphens_ 63 charachers max.
Fully qualified domain name: NODE-AD sub04030341510.nevven.oracleven.com

Launch options

© Let Oracle Cloud Infrastructure choose the best networking type
Allow Oraale Cloud Infrastructure to choose the networking type, depending on the instance shape and oparating system image.

Paravirtualized networking
For peneral purposs workloads such as enterprise applications, micraszrvicas, and small datsbases,

Hardware-assisted (SR-10V) networking
For lovelatency workloads such a5 video streaming, reaktims applications, and ke or clustersd databases.
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Boot volume

A poot volume is a detachable device that contains the image used te boot the compute instance.

ﬂ Specify a custom boot volume size
Volume performance vanies with volume size. Default boot volume size: 47.0 GB. When you specify 3 custom boot volume size, serviee Bmits apply.

Boot volume size (GB)
200

nteger between 50 GB and 32,768 GB (32 TB). Must be larger than the default boct volume size for the selected image.

ﬂ Use in-transit encryption
Encrypts data in transit between the instance, the oot volime, and the block volumes.

Encrypt this volume with a key that you manage
By default, Oracle manages the kays that encrypt this volume, but you can choose 3 key from 3 vault that you have access to f you want greater control over the key's ecycle and how ifs usad. How do | manage my own encryption keys?

Cluster Node 1

Server name DKCE-NODEO1

Public IP address  Static IP address issued by OCI for connections over the internet.
IP address (public) 10.0.1.15/24

IP address (private) 10.0.2.15/24

CPU 2vCPU 4 processors

Memory 8GB

System disk 50GB
Disk 1 (Volume D) 50GB (used to hold SQL data and replicated by DataKeeper*)

Disks

*The server name is registered as the hostname in the OS. Please do not use “_” in the hostname.

Create compute instance

Create an instance to deploy and nun applications, or save as a reusable Terraform stack for creating an instance with Resource Manager.
Mame

nev-dkce-nodel 1-trang

Create in compartment

siostechnology (root) w

Placement Collapse

The availability domain helps determine which shapes are available.

Availability domain

AD 1 AD2 AD 3

HNgZi:US-ASHBURN-AD-1 v NqZi:US-ASHBURN-AD-2 NgZiUS-ASHBURN-AD-3

3 Hide advanced options
Capacity type
© On-demand capacity

Piace the instance on a shared host using on-demand capacity.

Preemptible capacity
Flace the instance on a shared host using preemglible capacity, This instance can be recisimed at any time.

Capacity reservation
Plzce the mstance on 3 shared host, and have it count against 3 capacity reservaton

Dedicated host
Flace the mstance on a dedicated virtual machine host
Fault domain
FAULT-DOMAIN-2
¥ilhen shoul | specy 3 fault domain?

<
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Image and shape Collapse

Ashape is a template that determines the number of CPUs, amount of memory, and other resources allocated to an instance. The image is the operating system that runs on top of the shape.

Image

- Windows Server 2019 Standard

. Image build: 2022.03.08-0

Change image

Shape

AM D ‘l VM.Standard.E4.Flex m
[ 4 Virtual machine, 2 core OCPU, § GB memory, 2 Gbps network bandwidth S

2z Show advanced options

Networking Collapse

Networking is how your instance connects to the internet and other resources in the Console. To make sure you can connect to your instance, assign a public IP address to the instance

Primary network
© Select existing virual cloud network ) Create new virtual cloud network ' Enter subnet OCID

Wirtual cloud network in si logy (root) (Change Compariment)

NEW_VCN s

Subnet
© Select existing subnet ) Greate new public subnet

Subnet in siostechnology (root) @_{ChangeCumuaﬂmenl)

<

Public Subnet-MEV_VCHN {regional)

Public IP address

© &ssign a public IPv4 address Do not assign a public IPv4 address

(D Assigning a public IP address makes this instance accessible from the internet. If you're not sure whether you need a public IP address. you can always assign one later.

.
2 Hide advanced opticns

|| Use network security groups to control traffic 6]

Private |P address Optional
| 10.0.1.15 |

DNS record
°Ass|gn a private DNS record

Do not assign a private DMNS record

Hostname Opfional

| DKCE-NODED1 |

P spaces. Orly letiers, numbers, and hyphens. 83 charaiers max

Fully qualified domain name: DKCE-NCDED1 sub04080341510 nevvcn oracleven.com

Launch options
© Let Oracle Cloud Infrastruciure choose the best networking type
Allow Dracle Gloud Infrastruciure to choose the networking type, depending on the instance shape and operating system image.

Paravirtualized networking
For general purpose workloads such as enterprise applications, microservices. and small databases.

o) isted (SR-10V)
For low-latency workloads such as video streaming, real-time applications, and karge or clustered databases.
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Boot volume

A boot volume is a detachable device that contains the image used to boot the compute instance.

u Zpecify a custom boot volume size
Volume performance varies with volume sze. Default boot volume size: 47.0 GB. Whan you specify a custom boot volume size, service Bmits apply.
Boot volume size (GB)
50
nteger between 50 GB and 32,768 GB (32 TB). Must be larger than the default boot volume size for the selectd image.
u Use in-transit encryption

Encrypts dats in transit between the instance, the Ecot vakume, and the block vakimss.

Encrypt this volume with a key that you manage
By default, Oracle manages the keys that ancrypt this volume, but you can choose 3 kay from 3 wauh that you haus 360255 1 i you want grester control over the key's Iecyele and how if's used. How do | manage my own encryption keys?

Cluster Node 2

Server name DKCE-NODEO02

Public IP address Static IP address issued by OCI for connections over the internet.
Private IP address (public) 10.0.1.16/24

Memory 8GB

System disk 50GB

Disks
Disk 1 (Volume D) 50GB (used to hold SQL data and replicated by DataKeeper®)

CPU 2vCPU 4 processors

(7]

in the hostname.

*The server name is registered as the hostname in the OS. Please do not use
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1.2.2. Software Configuration

In this document, we tested the cluster nodes with the following software configuration.

oS Windows Server 2019 Standard
DataKeeper DataKeeper for Windows 8.9.0

SQL Server SQL Server 2016

Page 12 of 34



SIOS TECHNOLOGY CORP. DataKeeper Cluster Edition Oracle Cloud Infrastructure Guide - 1_en

1.2.3. OCI Network Configuration

The following configuration was used for OCI verification. The IP addresses have been granted with public
and private subnets assigned to the cluster nodes. With the domain node, the IP address is only associated
with a public subnet.

Cluster Nodes
Virtual Cloud Network 10.0.0.0/16
Public Subnet 10.0.1.0/24
Private Subnet 10.0.2.0/24
Domain Node
Virtual Cloud Network 10.0.0.0/16

Public Subnet 10.0.1.0/24

The OCI network subnet has a security policy.
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1.3. Configuration on OCI

Creating a VCN Network

Create the VCN using the following two subnets.

VCN Name

Configure VCN and Subnets
VCN CIDR Block

Public Subnet CIDR Block
Private Subnet CIDR Block

DNS Resolution

NEV-VCN

10.0.0.0/16

10.0.1.0/24

10.0.2.0/24

Selected

1. Log in to the Oracle Cloud Infrastructure.

2. From the navigation menu, select Networking > Virtual Cloud Networks.

X

Compute
Storage
Networking
Orache Database
Databases
Analytics & Al

3. Click on Start VCN Wizard.

Wizard.

s Networking

Overview

o Virtual Clowd Networks
L oad Balancers
Network Visualizer

Inter-Heqgion Latency

Select the Create VCN with Internet Connectivity and Start VCN
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Start VCN Wizard ez
Crepts VYON wih Inleme gy
Connzcthely :.__‘ iy
1 P
| o

- A Inbeimit Commesciaiyy and Sis-ho- |
Sita WP 1o @ WON i

Creghes o WOH with 2 public subnes thal czn b2 reached from e inkemek Alse orcotes @ privals subnet
that can cannect o the imlzmok theoush 3 WAl gaicway, and aiso privatoly conncdt 1o te Umcie Soices
Wbk

Inchuches; VON, publc suonet, privete subnel, inberat geteway (1G], MAT gatewas [HAT) servics palevery
{53

Slart WEH Wizors ST

4. Enter the VCN name in the VCN Name field. In the Configure VCN and Subnets, enter the IP address

range for VCN CIDR Block/Public Subnet CIDR Block/Private Subnet CIDR Block.

Create a VN with Imemet Connectivity

N Gt Cordguration

B Bie i
. VN AT
Emars e il b ity e

Bz informalion

M b (1

CarAquea VN snd Sineie

-

5. Click Next.
6. Review and click on Create.
7. The new VCN has been created successfully.
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Creale a VON with Internet Connectivity

: ::':_-':‘"D_ Created Virual Gloud Netwark

Creating Resources

H [EL SRS [ e e BT T o

o Comai: Vil Cinas M | rmackont s i
¥ R LA e e
s Dt Pl Gt T Rt Lema @
e & ELATRE. B TR ] Loms i
v Gemolt Liekr Ay T =3k Uz B
¢ WEAD RO (2w e s et e [
* AT Y L I A vans @
+ Ussic Mok lebkes 2 vl ez
Uz Bewmms Sk || recascd] o= @
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1.3.1. Creating Security Rules

DataKeeper Cluster Edition Oracle Cloud Infrastructure Guide - 1_en

1. In the Virtual Cloud Network Details, scroll down to Resources and click on Security Lists.

ot g« Vbl il sl WLl o Pt b Dol o Sty L

NEV_VCH
e — |

VLN P R

Laninma Pk krirm Bisusg
Crmtedd F6 Age B 37 D1 8052000

e T i LR S OA LA
Wi Tl
Heserrees Security Lists in shostechmology (root) Compartment
el [ i
o L i Sndred A i [
paren i
ool S Lk e MEY W [ Ert

[LTTrRN.
e
Liefad] Bgmd: Ll
L e

Gt P T T L _C0

Pl g, FEI, D A LT

Fa gt JOF 100043 0T

2. Select the Default Security Lists for NEV_VCN > Add Ingress Rules.
Add rules as shown in the image below:
Default Security List for NEV_VCN
rvibornm Ll s b by el e ) st Bkt i b b B ey | b
e Rsnets A Tag
ST ity L sl Fereai Tan
0N Wiewm Sww Cooy Anrpanmear tomes e | mn
Conatud: Pii Aga £ 2920 D140 U7
Ingress Rules
==
Malckay v Soamor W il Seum oot Hans Dhe sl nabans Pl Wamge Tppe and Coue Al D el
™ Aanas - &l 27 CP i o o 2250 | Homom Login Frmed 1
8 140 e z e et D gt i
L] {0 g LE - WP s o 3 Dtimatin: vl i :
kn 0 B T &1 i T wwlc for o 30 1
L aasae T L o 1
W L AR (s TCF malfc b poms Al ﬂ
b ETAR P UOF i i et 30 =
1 Salscied Shuseng T tams fall

3. Back to Security List and select the Security List for Private Subnet-NEV_VCN > Add Ingress

Rules.

Add rules as shown in the image below:
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Security List for Private Subnet-NEV_VCHN

mfarce bl conbreled by fowal reben s ch el b sddBo b s Seosly Uk

P — |

Securfy Lt infoemalion T

OCN ety S Catw et rasni: s sty (o)
Conaliodt Ml gy @ 20T 0144 84 1T

Ingress Rules

o T
Suluknd v S W Prossosd S v Pual Manim Dasation Pt Harg Typus aeel Laihe Bllown Do
L0 HELe L= el = :.'.Pnﬂl\r o o 72 55H Riumate Logn Prtor ]
'™ apoam - a WU ol s 1. 4 Doativatins Lraachalin Fra

arvmnniatin Kassches arsd Dait | cagrasnt wss S I

L2 R IiE ] W il fen 3 Dandimains Lbe sechubiu

L= i

L] L LR P e L - BOF bl bor ol M1 1

L B RED2e e s L] WDP il it povs. 0 g

E T = 1
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1.4. Configuration for an OCI Instance

GUI Startup and VNC Connection

After creating the instance, run RDP with the public IP using the username and initial password. It will
prompt you to change the password.

Instance access

You connect to a running_Windews Instance using Remote Deskiop. The network that the: instance i in must allow Remote:
Desktop Protocol (RDP) access. Use the instance’s initial password to sign in for the first time, and then use the password
that you set

Public IP address: 129.80.50.131 Copy
Username: opc

Initial password: + s seassaas Show Copy

& Rerrote Desktop Connection - =

*I Remote Desktop
'+ Connection
il Duwplay  Locd Resmace  Esperencs Sdvancsd

Losgan sefings
.'!&I Erler tha name o e ramrte camputer,

Compaw. | 1288080731 «

Lser rame: |lu:-c |

Tiou will be asoed far credentals when you connect. Ta use
syt credendals, chear e Sollowing check bo.

[+ Mbwsays ak dor eredentals

Conmechon sstings
l Sava the curent connecaan eettrgs o s ADF s oropen s

maver cormdion

Seve || Sewds. | Ope

(a) ik Dokl [ mw

Scroll down to the resource, attached to the second VNICs and block volumes.

« Attached VNICs

Click on Create VNIC button, input the second VNIC information.

Page 19 of 34



SIOS TECHNOLOGY CORP. DataKeeper Cluster Edition Oracle Cloud Infrastructure Guide - 1_en

YMIC information

Mame Opheral

-k ie-nadel1-rangmic

Saledd a vilual Cloud nebwers i ssostechinalogy (o) (Chergs Compaimments
HEV_WCHN

i3

Hztwork

Mormal setup: subnet Advanced satup: VAN
The tpical chaice when adding & VIWEC ko & inglano:. ¥ Dy Tor expedienced uasim who have pardhssad the Qeade Cloud YWiksaie Sobidon

Felecla subnel i siostechnology root)  (Sasngs Compartmants
Privale Subnel-NEV WON (regiona)
Uiz nahemrk Sacurity Aroups 1o contrl ratte {optianall (i)

Skip sourcadestnabion check {T)

Primary IP information

Privaia [P pitresa Odanal
10.0.1.18
Nust bewattn 1020 & TLD2 292 kust =l siresdy be nouss.
ASEQN puidic P ddress {Gammol craale public IP s3dressed in & prvale subnel)

DT recgnd
B Assgn aperale DNS recerd 0 Do nol gssgn 8 prvale DNS eeond

Hosiname Tonons

Zave changes EEERLTE

Attached WNICs

B drtua | vievor irdarfacs card T

I s 2 rkanca. conmees i3 8 iral ol nabead (90N | ard detarmings, baw B Retnce cosraci. Wik sndpsinm inaida ard sulds e WO

Peirmg Lupret or WLAK

Brate Faiw VLEN g [LETaR T
il 3 bied 13 Gy Py VWC) St - Palls Seles WE_WCH i Amab ckormded  Eley Lan = B30 1T W 11 A6
it sl cvikid | 8 i Sadrw - Povaie Subiel BLY_ VLM [ ECPE T dhcermdel e Lapn s Bmiraremn
Shimang F hoss 1o8 ¥
+ Attached block volumes
Click on Attached block volumes and Attach block volume on your instance:
Attached block volume for DataKeeper Replication using Access Read/Write
Attached block volumes
gy, sorges prewiie MEN POMIIMEICE MItAOM SEME0E 18 SU0P0M A BIAO rampe O LU IMEe il wirtiaa i
Parrre e s Lhewace pasy Type ey - i W 1 e
Dl wolami | @ Aachad Book roums LT MRAZ TR 5 a8 L] L] Frider IE 2T PSSR UIC |
Sireing 1 Hamo el

Preparation for Installing DataKeeper Cluster Edition for Windows

» Change the firewall settings.

Page 20 of 34



SIOS TECHNOLOGY CORP. DataKeeper Cluster Edition Oracle Cloud Infrastructure Guide - 1_en

Turn off Private/Public Firewall

ﬁ » Controd Panel # Systern and Secunty » Windows Defender Firewall » Customnize Settings w O

Customize settings for each type of network
¥ou can madify the firewall s=ttings for each type of network that you use.
Private network settings
° ) Tum an Windows Defender Firewall
Block all incorming connectians, including those in the list of allowed apps
Matify me when Windows Defender Fuewall blocks a new app

w () Turm off Windows Deferder Firewall (not recormmended)

Public network settings
g (2 Turn an Windows Defender Firewall
Elock all mcoming connections, including those in the st of allowed spps

Matify me when Windows Defender Firewall Blocks a new apgp

@ @} Tum aff Windows Defender Firewall (not recommended)

o ]| conce

* Windows Domain Setting

In this document, the cluster nodes are members of a Windows domain, add the cluster nodes
(DKCE-NODEO1 and DKCE-NODEOQ2) to the domain (SIOS-LKW.local) and log in as the domain
administrator (SIOS-LKW\Administrator).
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1.5. Building a DataKeeper Cluster Edition
Volume Cluster

Creating a DataKeeper Cluster Edition for Windows on OCI Instances

Connect the same size volume to each node. DataKeeper will use this volume. Refer to
https://docs.cloud.oracle.com/en-us/iaas/Content/Block/Tasks/attachingavolume.htm for information on

attaching a volume to an instance.

Creating the Failover Cluster

Before you create the failover cluster, we strongly recommend that you validate the configuration to make
sure that the hardware and hardware settings are compatible with failover clustering. Microsoft supports a
cluster solution only if the complete configuration passes all validation tests and if all hardware is certified
for the version of Windows Server that the cluster nodes are running.

1. Open Failover Cluster Manager from Windows.
2. In the right panel, select Validate Configuration...
3. In the Validate a Configuration Wizard, use the following:

Before You Begin Default

DKCE-NODEO1.sios-lkw.local
Select Servers or a Cluster i
DKCE-NODEO2.sios-lkw.local

Testing Options Default (Run all tests)

Confirmation Default

Validating Check all successes

Summary Check to “Create the cluster now using the validated nodes...” and Finish

4. In the Create Cluster Wizard, use the following:

Before You Begin Default

Cluster Name: sqlCluster

Access Point for Administering the Cluster
Address: 10.0.1.100

Confirmation Default
Creating New Cluster Wait to install
Summary Finish

Page 22 of 34


https://docs.cloud.oracle.com/en-us/iaas/Content/Block/Tasks/attachingavolume.htm

SIOS TECHNOLOGY CORP.

DataKeeper Cluster Edition Oracle Cloud Infrastructure Guide - 1_en

5. The following screen appears when a failover cluster is created.

ﬂ Failowver Cluster Manager
File  Action  View Help
= | 5@ B

Bl Failover Cluster Manager
w B sqiClustersios-lowlocal
ﬁ Foles
| Mades
w ok Storage
A Disks
= Pools
B8 Enclosures
5 Metworks
Cluster Events

= O

Actions
Modes
F Add Mode..

£, DKCE-NODED! (# Up 1 View

£ DKCE-NODEDZ (#® e 1 d Refresh
H Help

.| DKCE-NODEN

v I@ DKCE-NODED 7 Pause
3 Resume

Status: b & Remote Desktop

Node ID: 2 —

LUl . 1:35:2 P Information Details...

Memory: 5.14 GB Avalable, 7.53 GB Tetal f4] Show Critical Events

Processors: () AMD EFYC 7J73 64-Core Processor FY More Actions

CPU Usacpe: e -

Opesaling System. Mcrosoll Windows Server 2019 Sanderd Help

Version: 10.0.177563

Service Pack: Ma Service Pack Irstalled

Syslem Type: xbdbesed PC

Marud scurer: QEMU

Mol - Standard PC §440F% + PIIX, 1556}

Summary | Network Connectiona | Aoles | Diska | Pools | Physical Digke

6. Add the File Share Witness. First, create a folder on another server in a 3rd availability zone. Once
you have the folder created, share it and give the Cluster Name Object (CNO). Change permissions at
the Share level and Modify permissions at the Security level.
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Permissions for Sapcluster X
Share Pemissions

Group or user names:

82 Everyone
82 Administrators (DATAKEEPER \Administrators)

B sapcluster (DATAKEEPER sapcluster$)

Pemissions for sapcluster
Full Control

Change
Read
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Permissions for Sapcluster X
Security
Object name:  C:\Sapcluster

Group or user names:

£2 SYSTEM
& Administrator
82 Administrators (DATAKEEPER' Administrators)
B sapciuster (DATAKEEPER sapcluster$)
| Add. || Bemove |
Pemissions for sapcluster Allow Deny
Modify M 0
Read & execute %! [l
List folder cortents 1 ]
Read % 0 &
[ ok ]| camcel || mooy |

Once the permissions are assigned, run the following PowerShell command to update the cluster
quorum to add this file share witness.

Set-ClusterQuorum -FileShareWitness cluster name

Installing DataKeeper Cluster Edition

Install DataKeeper Cluster Edition on each of the two OCI instances. For this example, we used DataKeeper
Cluster Edition v8.9.0-1543246.

Run DK-8.9.0-Setup.exe file as administrator.

DataKeeper Cluster Edition

Select feature Default

Choose Destination Location C:\Program Files (x86)\SIOS\DataKeeper
System Configuration change prompt Yes

Service Setup Domain or Server account (recommended)

DataKeeper Service Logon Account Setup Password: XXXXXXXXXXXX
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Password Confirm: XXxXxXxXxXxXxxx

SIOS DataKeeper for Windows Finish

SIOS License Key Manager Install License File...

Restart OS

Creating a Volume Mirror

» Create a DataKeeper (Replication) resource. DataKeeper specifies a network route between the
nodes to be replicated. In order to allow ping over this network route, add a rule to enable ICMP (type
0, 8) communication to the security list of the network you want to use from the OCI management
screen.

» Create a new mirror using volume D. Refer to Creating a Mirror.

[¢7] DataKeeper - [SI0S DataKeeper\Jobs\job1.VolD] - O *
File Action View Help
L ANE] Calll 7!

Source Server
Source volume: D

DKCE-NODED1.5I05-LKW.LOCAL

Target Server

DKCE-NODEDZ.5105-LKW.LOCAL D

Target Volume Source IP - Target IP

10.0.1.15 10.0.1.16

State Resync Remaining

b Mirroring  0.00 KB

B XE+%iHow--=

@ SI0S DataKeeper Actions
v iy Jobf - Summary of job1.VelD - job1.VoID -

» & job1VolD
- j Reports Create Job

> L Job Overview Job name: job1.VolD Connect to Server

i Job description:
Q Server Overview 0b description: Disconnect from Server(s)
Job state: & Mirroring

Pause and Unlock All Mirr...
Continue and Lock All Mirr...
Break All Mirrors

Resync All Mirrors

Switchover Mirrors

Create a Mirror

Rename Job

Delete Job

View »

Help

Target: DKCE-NODE02.5105-LK... &

0]

Pause and Unlock Mirror

=4 Break Mirror
b Continue and Lock Mirror
;E Resync Mirror

Mirror | Source Server | Target Server ,;" Switchowver Mirror

Mirror type: Asynchronous L Reassign Job

Disk space: 49.98 GB K Delete Mirror

Compression: Nene . .

Maximum bandwidth: 0 kbps B Mirror Properties

% Manage Shared Volumes

ﬂ Help
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1.6. Creating a SQL Server Cluster on a
Failover Cluster

Installing MSSQL Server 2016 on the Source Node

1.

Download the SQL Server 2016 (Windows x86-64) installation image from the following site, save it
anywhere, and right-click to Mount.

https://www.microsoft.com/en-us/evalcenter/evaluate-sql-server-2016

After mounting the iso file, double-click on the setup.exe file to open.

. The SQL Server Installation Center screen appears. Select New SQL Server failover cluster

installation.
Complete the following steps:

When the Feature Selection screen appears, select Database Engine Service, SQL Server
Replication, Full-Text and Semantic Extractions, and Data Quality Services.

When the Instance Configuration screen appears, input MSSQLSERVER2016 to fields SQL Server
Network Name, Name Instance, and Instance ID.

When the Cluster Network Configuration screen appears, select the IPv4 checkbox, and input an
available IP Address in the Address field.

When the Server Configuration screen appears, go to the SQL Server Agent Account Name field
and click the drop-down, then Browse. Type in Administrator, then click the option to click names.
Return to the Server Configuration page. Then, type in the password field and repeat these same

steps for SQL Server Database Engine.

When the Database Engine Configuration screen appears, click Add Current User at the bottom of
the page.

Complete the Install.
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T Install 8 SOL Server Failover Cluster - | *

Complete
Your SOL Server 2016 failover cluster installation is complete with product updates.

IR Information about the Sstup operation or possible mext steps:
License Terms ~
Global Rules - Feature Stabus

: Database Engine Serices Succeeded
Microsoft :

T AL &) Data Quality Services Suceeeded
Product Updates 1) Full-Text and Semantic Extractions for Search Succeeded
Install Setup Files i) SO Sarver Replication Succeeded
Install Failover Cluster Rules (& SOL Browser Succeeded

: P oru_ Wistar LI b

Festure Selection
Feature Rules
Instance Configuration Detaals:

Cluster Resource Group
Cluster Disk Selection

Cluster Netwerk Configuration Product Update:

Server Configuration Product Update has successfully apphed KB 4052908 <http) support microsoft. com Tid=
Database Engine Configuration 4052908, These updates have set the patch level of the Setup operaton to 13.2.5006.0.

Feature Configuration Rules

Ready to Install Summary log file has been saved to the following location:

Installation Progress Ch\Prograrm Files\Microsoft SOI Servert 1300 Satup BootstraphLogh20210531 012912

Complete \Surmmary SI0S188 20210531 01201288

Installing MSSQL Server 2016 on the Target Node

1.

Download the SQL Server 2016 (Windows x86-64) installation image from the following site, save it
anywhere, and right-click to Mount.

https://www.microsoft.com/en-us/evalcenter/evaluate-sql-server-2016

After mounting the iso file, double-click on the setup.exe file to open.

When the SQL Server Installation Center screen appears, select Add node to a SQL failover
cluster.

Complete the following steps:
For Service Accounts, input the Password fields as same as the source node.

Follow the remaining setup to complete.
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1 T Add a Failover Cluster Mode - O »

Complete
Your SOL Server 2016 failover cluster add node cperation is complete with product updates.

Product Key Information about the Setup operation or possible next steps:

License Terms

Global Rusles - Feature Status o
Database Engine Services Succeeded

ARcroctt Lpeats 1% Data CIJ.Iil'rt;.'S-:mcﬁ Succeeded

Product Updates i Full-Test and Semantic Extractions for Search Succeeded

Install Setup Files I 50U Server Replication Succeeded

Add Mode Rules 'a SCL Browser Succeeded

Cluster Node Configuration L ke Succasdad .

Chuster Network Configuration

Service Accounts Details:

Feature Rules

Ready to Add Mode

Add Node Progress Product Update:

Complete Product Update has successfully apphied KB 4052508 <http:/support microsoft com/Tid=

4052908, Thess updates have sat the pateh level of the Satup opsration to 132 5026.0.

Summary log file has been saved to the following location:

AR Eiles’ Mi 1 1 1 101
1 1 1 1072

5. The SQL Server Failover cluster has been successfully installed on the Windows Server Failover
Cluster.

&5 Failover Cluster Manager - [m} X
File Action View Help

o= EHE

@ Failover Cluster Manager Roles (1) Actions
v ni;ﬂ sqlCluster.sios-low.local " Roll a A
E Roles
:Ei Modes MName Status Type Owner Node Priority Informatic @ Configure Role..
o EVEr Running er -] ium irtual Machines...
v a;orage ;| SQL 5 (MSSQLSERVER2016) Cth DKCE-NODED1 Medi Virtual Machi »
Disks
Bl Pools [ Create Empty Role
BB Enclosures View 3
Metworks N 3 |G Refresh
Cluster Events ﬂ
Help
o @ SQL Server (MSSQLSERVER2016) Prefered Owners:  Any node
Server E.. &
Name Status Information s Start Role
Storage 7% StopRole
éé, DataKeeper Volume D @ Online = pdd File Share
Server Name
Move »
= % Name: MSSQLSERVER2016 @Online & Ch Startup Pri ,
’ i ange Startup Prior...
53 IP Address: 10.0.1.101 @ Online
. Information Details...
Other Resources
Show Critical Events
5 S0L Server (MSSQLSERVER2016) (®) Orline
3 . g Add Storage
& 5QL Server Agert (M5SQLSERVER2016) (®) Orline
Roles @ Add Resource »
24 SOL Server CEIP (MSSQLSERVER2016) (® Online More Actions 4
x Remove
< >
[=| Properties
| Summary | R | p .
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Check for Fault Tolerance

Performing the switchover from Source Node to Target Node in Windows Server Failover Cluster console:

1. Log in to the Window OS on the Source Node (DKCE-NODEO01) as SIOS-LKW\Administrator.

2. Go to Failover Cluster Manager, select Roles and right-click on SQL Server, then select Move — Best
Possible Node.

&5 Failover Cluster Manager - O hed
File Action View Help

= 7z BE

&4 Failover Cluster Manager Roles (1) Actions
v n%;{i sqlCluster.sios-lkw.local T -
RS Seach 5 uees kel * [(o) | Roles 5
oles
:53 Modes Name Status Type Owner Node Priority % Configure Role...
v [ Storage [ SQL Server (MS5Q[ Other DKCE-NODED1 Medium Virtual Machines... »
23 Disks % StartRole B
E Pools % Stop Role Create Empty Role
Vi >
B8 Enclosures |8 Add File Share -
:iﬂ Metworks [d Refresh
Cluster Events . B Move + || | Best Possible Node @
Help
(%) Change Startup Priority >| B | select Node..
. S0L Server (MSS5QLSERVER20.., &
v % SQAL Servi @ Information Details... FEEEiEs A -
; . i3 StartRole
Name Sz G s Status Information
.+ StopRole
Storage g Add Storage .
é% DataKeeper Vi @ Add Resource 4 @ Online U Add File Share
K Move »
Server Name Maore Actions 3
= 8 Name: MSSGL x Remove @ Online %y Change Startup Priority »
n ) & Information Details...
g |P Address P @ Online ) -
Other R Show Critical Events
23 saL Server MSSQLSERVER2016) (®) Online & Add Storage
23 5L Server Agent (MSSQLSERVER2016) (®) Online & Add Resource 4
Roles More Actions »
5 SQL Server CEIP (MSSQLSERVER2016) (®) Online K Remove
Properties
ﬂ Help
< >
Summary | Resources
Roles: SOL Server (MSSCLSERVER2016)

3. Wait until the resource conversion is finished. The SQL Server is running on DKCE-NODEO2.
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%5 Failover Cluster Manager - O hed
File Action View Help
Aol AR el
E Failover Cluster Manager Roles (1) Actions
v 5 sqClustersios-lowloca [Gueres ~ |1l ~| v | Rols ”
% Roles
(5 Nodes Name Status Type Owner Node Priarity &7 Configure Role...
hd -E Storage % SQL Server (MSSQLSERVER2016) @ Running Cther DKCE-NODEDZ Medium Virtual Machines... »
&4 Disks D B Create Empty Rol
Bl Pools reate Empty Role
BB Enclosures View »
MNetworks [d Refresh
Cluster Events
£ 2 ﬂ Help
v % SQL Server (MSSQLSERVER2016) Prefemed Owners: Anynode | | SOL Server (MSSOLSERVER20... &
% Start Role
MName Status Information
& StopRole
Storage
=] Add File Share
éé, Datakeeper Volume D @ Cnline &
@ Move »
Server Name B
= ™% Name: MSSQLSERVER2016 (@) Oniine @/ Change Startup Pririty
5% IF Address: 10.0.1.101 (@) Online Infermation Details.
i ow Critical Events
Other Resources 3| Show Critical E
2 SQL Server (MSSQLSERVER2016) (®) Online <& Add Storage
4 SQL Server Agent (MSSQLSERVER2016) (®) Online % Add Resource 4
Roles More Actions »
% 5QL Server CEIP (MSSQLSERVER2016) (®) Orline K Remove
Properties
Help
< >
Summary | Resources

Connect to the database via SQL Server Management Studio

To connect to the database of SQL Server 2016, follow these steps:

1. Open Microsoft SQL Server Management Studio and connect to the SQL Server 2016 database.
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s SOLQueryd.sql - MSSQLSERVER2016\MSSQLSERVER2016.0A_SOL_DB_VOL1 (SI0S-LKWAAdministrator (54))*... Quick Launch (Ctrl+Q) P - B8 x
File  Edit View Project Tools Window  Help
0 - il*li - -2 H |J" U% NEWQUEF)’ u% WOT n@ Jﬁﬂ DAY - - | & TR - n'j :

Object Explorer MR B S0LQueryd.sgl - MS...Administrator (34))* & X
T " Script for SelectTopNRows command from S3MS
Lo C -+ SELECT [Date? ’
= @ MSSOLSERVER2D16\MSSQLSERVER2016 (SOL Server 13.0.5 A ,[Time]
o 1 Databases FROM [QA_SQL_DB_vOL1].[dbo].[0A_SQL_STRESS_VOL1]
e Systern Databases 1
3 Database Snapshots
- i@ QA_SCL_DB_VOLI EH Administrator: Command Prempt - O X
Database Diagrams C {
= Tables
e System Tables F dministrator.S
# 17 FileTables EENbES1

= External Tables

dministrator.
5 [ dbo.QA_SQL_STRESS_VOLI aminstrator

+ Views 100 % -
: ;x;t:or::lr::sources EH Resuts ¥ Messages
e Programmability Date  Time
+ Service Broker
¥ Storage
¥ Security

+ Security

¥ Server Objects

¥ Replication

+ PolyBase

¥ Always On High Availability

3 Management

= Integration Services Catalogs b4

< > SERVER2016'MSSQLSERVER... | SI05-LKWhAdministrator... = QA_SQL DB_WVOL1 | 00:00:00 O rows

Using the script, write constant date\time stamps to the database.

\Desktop\ LKW
_Edited.vbs
t Version 5.8

L.812
rights reserved.

Writes completed
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4 50LQueryd.sql - MSSOLSERVER2016\MSSOLSERVER2016.04_SOL_DB_VOL1 (SIOS-LKW\Administrator (54))...  Quick Launch (Cirl-0)

File  Edit View Query Project Tools Window  Help
::e" |?ﬁ‘ "’H#|ENewﬁueryf§‘|
“§ | QASQL_DBVOLI - | b Execute

v RS

Object Explorer

el
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el m x

SR x@a9-¢- 8| -|5 -|@l

Euggiﬂlm%lmrj| 9|:§§:|Q@;

50t Queytsal - . Asmmsttor G4+ <

Connect - * x; Ci a7y jre**®* script for SelectTopNRows command from SSMS ¥ ¥*x®/ Ii
EISELECT [Date] -
= @ MSSOLSERVER2016\MSSOLSERVER2016 (SOL Server 13.0.5 A ,[Time]
= I Databases FROM [QA SQL DB[ wOL1].[dbo].[QA_SQL_STRESS VOL1]
System Databases 1
Database Snapshots
B @ QA_SOL DB VOLT
Database Diagrams
= Tables
Systemn Tables
FileTables
External Tables
BR dbe.CA_SOL_STRESS_VOL1 =
Views W0% - 4 »
E::;:;I::sources B Results Eﬁ Messages
Programmability Date Time “
Service Broker 1
Storage 2 2022-04-28  05:11:22.9600000
Security 3 2022-04-28  05:11:22 5600000
Security 4 20220428 05:11:22.95630000
Server Objects 5 2022-04-28  05:11:22 5630000
Replication [ 2022-04-28  05:11:22.3670000
PolyBase 7 2022-04-28  05:11:22 5670000
Always On High Availability 8 2022-04-28  05:11:22 9670000
Management ] 2022-04-28  05:11:22.5700000 v
Integration Services Catalogs v
< > RVER2016\MSSQLSERVER... = SIOS-LKW\Administrator... = QA _SQL DB VOL1 | 00:00:00 = 100 rows
3. Switchover the SQL resource to Target Node then connect to the Database on Target Node.
.ﬁi .F“a.ilover Cluster Manager Roles (1) Actions
v z’ﬁ%i”f“‘i""'“"“a' Roles -
cles
_Eﬁ Modes Name = Status Type Owner Node ‘?@ Configure Role...
v -LJ Storage % SQL Server (MS5QLSERVER2016) @ Running Cther DKCE-NODED2 Virtual Machines... 3
g E:::lss [F Create Empty Role
BB Enclosures 3 View »
iﬂ Metworks |G Refresh
Cluster Events v %) SQL Server (MSSQLSERVER2016) Prefemed Owners: Any node
ﬂ Help
Status: Running SQL Server (MSSQLSERVER2016) A
Priority: Medium & Start Role
Ouwner Node: DKCE-NODEQ2 “% Stop Role
Client Access Name: MSSQLSERVERZ016 ._Eﬂ Add File Share
IP Addresses: 10.0.1.101
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% S0LQueryl.sql - MSSOLSERVER2016\MSSQLSERVER2016.0A_SQL_DB_VOL1 (SI0S-LKW\Administrator (5., | Quick Launch (Ctrl+0) P - B x
File Edit View Query Project Tools Window Help

0@ - | BNewluey B RS i
“# | oa_soL DB VoLt « | b Brecute = o B2

Connect~ ¥ ¥ ¢
= @ MSSQLSERVER2D16\MSSOLSERVERZ0DT6 (SOL Server 13.0.50 A
= Databases
System Databases
Database Snapshots
= W QA_SOL_DB_VOL1
Database Diagrams
= Tables
System Tables
FileTables
External Tables
FE dbo.0A_SQL_STRESS_VOLI1

—|SELECT TOP (1@@@) [Date]
, [Time]
FROM [QA_SQL_DE_VOL1].[dbo].[QA_SQL_STRESS_VOL1]

\Administrator.S

-
Views w00%  ~ 4 3
E}x;t:or:;lrjsesources ) Resuts [ Messages
Programmability Date Time “
Service Broker 1 05:11:22 5600000
Storage 2 20220428 05:11:22 95600000
Security 3 2022-04-28  05:11:22 3600000
= Security 4 2022-04-28  05:11:22.5630000
=] Legins 5 202204-28  05:11:22 9630000
s #EMS_PolicyEventProcessingLoging® 6 2022-04-28  05:11:22.9670000
e EEMS_PolicyTsqlExecutionLogings 7 2022-04-28  05:11:22.9670000
& NT AUTHORITY\SYSTEM 8 20220428 05:11:22.9670000
& NT SERVICE\ClusSve § 20220428  05:11:22.9700000 %
s NT SERVICE\MSSQLSMSSOLSERVER2016 v
< > FR2Z016\MSSOLSERVER... | SIOS-LKWNAdministrator...  QA_SCL_DB_VOLT  00:00:00 100 rows

In the SQL Management Studio editor, run the command select * from <database table> to confirm
the timestamps have been reflected.
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