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1. Introduction
Welcome to the Testimony Testers’ Guide.

This guide details the defect management aspect of Testimony, giving you hints, tips and best practices for
analysing the results of a Testimony playback. It is aimed at testers as well as technical and functional
experts who will be involved in this analysis. The guide contains the following sections:

• What is a Testimony Defect?
• Reviewing and prioritising defects
• Investigating defects
• Types of defects and how to identify them
• Defect suppression

This Guide should be used in conjunction with the other available Testimony documentation and templates.

Remote support is also available from Basis Technologies if required via the contact details outlined at the
end of this guide.
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2. Glossary
Bot
The bot is an executable which resides on a windows machine (normally a virtual machine). During playback
the bot logs on as the recorded user and executes that user’s transactions. The requirements for bot setup
can be found here.

Central System
This is the SAP system into which Testimony is installed and from whcih it is operated. Testimony users log
on to this system to set up Testimony, start recordings and playbacks and analyse results.

Check Steps
These are run manually before a recording or playback and the operator needs to check the results of these
to see if they should continue with the recording or playback.

Dynamic IDs
These are used to link scripts which use the same data, for example a purchase order number. If the
creation of a purchase order fails during the playback then Testimony recognises that there is no point
running a subsequent script that approves this purchase order. Testimony will therefore cancel the
execution of the order approval script.

Enhancements
To record and playback Testimony has enhancements on the source or target system to enable the
recording or playback to operate correctly. These are switched on before recording or playback and are
automatically deactivated at the end of the recording or playback in the “Post-Processing Steps”.

Execution Queue
The execution queue is built from the repository and contains the scripts to be played back.

FIltered Recording
A filtered recording is used when you want to record a small subset of users or transactions on the source
system. It is typically used for testing purposes to ensure that the setup from central to source system has
been completed correctly.

Filter Sets
Filter sets have two main uses: to exclude certain objects (transactions, batch jobs, etc.) from a recording;
and to provide special handling of error cases during a playback. For example, if you want Testimony to
ignore all occurrences of transaction SM21 from the recording, then adding this transaction to the recording
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filter set will achieve this. If you want to ignore occurrences of message E123 from a particular screen, you
can set this message as an exclusion in the comparison filter set. Filter sets are also available for the
transfer to repository and transfer to execution queue processes, although these are less frequently used.
This topic should be further studied via the Filter Sets section here. THIS MUST BE LINKED

Linkages
Testimony records deeper than just the UI so that objects such as change documents and number ranges
are also recorded. These can then be checked at playback to ensure that these match providing a deeper
level of testing.

Playback
The playback is the playing back of the scripts in the execution queue, via the bots, on the target system.

Post-Processing Steps
These are run automatically after a recording or playback is completed. Any errors in post-processing cause
a hard stop preventing the status moving to complete. If errors are found then the operator should check the
errors and see if they need to manually resolve these.

Preparation Steps
These are run automatically before a recording or playback starts. Any errors cause a hard stop preventing
the recording or playback starting. Errors should be resolved before restarting the recording or playback

Recording
A recording (either Filtered or Standard) is the process by which actions on the source system are captured
by Testimony for later playback.

Repository
The repository is a staging post for recorded transactions. Once all recorded transactions have been stored
in the Central System, they are transferred to the repository (potentially with some filtering) before being
transferred to the execution queue for playback.

Source System
This is the system that is recorded and therefore acts as the source for the recording. In BAU operation of
Testimony, this is usually the production system.

Standard Recording
A standard recording records everything except a small number of users or objects as defined in the “Filter
Sets”

Target System
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This is the regression test system into which recorded scripts are played back via the Bots.
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3. Defect Management
In this section of the guide we will discuss the management of defects within Testimony.

We start by looking at what a Testimony defect is and how they are created, before moving on to the tools
available for defect analysis, investigation and management within Testimony. We then look at certain types
of defects commonly seen in Testimony, and how they can be diagnosed and processed.
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3.1. What is a Testimony defect?
During a playback, Testimony is looking for differences between outputs seen in the recording and outputs
seen in the playback. For example, in a dialog transaction it will be looking for unexpected messages (a
message seen in the playback that was not seen in the recording) or an unexpected next screen (where the
playback navigated to a different screen than was seen in the recording). Whenever a different output is
detected during the playback, Testimony marks the step as having failed, and the script as either completed
(if the failure occurs on the last step) or partially complete (if the failure occurs on an earlier step).

Once the playback is completed, a defect proposal is run which groups identical failures into defects. For
example, if a transaction has failed 25 times with the same error in the playback, then all 25 occurrences of
this failure will be grouped into one defect.

The defect record contains lots of useful information about the defect which can be used to aid diagnosis
and perform defect investigation and management functions. These are discussed in the following sections.
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3.1.1. The defect header

The defect header shows you key information about the defect and the status of the record itself, including:

• Defect ID
• Assignment details
• Current status
• Defect priority
• The short description of the defect

Within the Header tab, you can see information on:

• Test plan and system information
• Software component information
• The object type and name
• The headline failure reason
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• Technical information (e.g., program name and screen number for dialog transactions)
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3.1.2. Defect comments
Free-text comments can be entered against a defect record and displayed.
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3.1.3. Defect history
Testimony keeps an audit trail of actions taken within a defect which can be displayed in the History tab.
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3.1.4. Execution queue steps
This tab will show you the individual execution queue steps that were affected by this defect. There can be
one or many steps affected by a defect.

Defect that only affected one step

Defect that affected several steps
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3.2. Reviewing and prioritising defects
Once defects have been created by executing the defect proposal, the first step is to review the defects at a
high level and prioritise them for investigation.

The following sections introduce you to the Defect Overview (the entry point for defect management in
Testimony) and discusses ways in which you may wish to prioritise your defects for investigation.
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3.2.1. The defect overview
The Defect Management screen can be found in the Results section of the Testimony Context menu

Once selected, it shows you a list of all the defects generated as a result of your playback.

Useful information contained here includes:

• Defect description: This contains the affected object (transaction code, batch job name, etc.) and a
summary of the issue (e.g., “Unexpected message” or “Unexpected next screen”).

• Priority: This is set to the default of “Unknown” by the defect proposal run, but can be changed to
indicate prioritisation

• Status: The current status of the defect, which can be one of the following:
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◦ Proposed: This is the status given to all defects by the defect proposal run. All other statuses
need to be manually set during defect investigation

◦ New: Can be used indicated that a defect is under initial review (for example during the Basis
triage)

◦ Assigned: Has been assigned to someone but has not yet been picked up
◦ In Progress: Is being investigated
◦ Complete: Has been resolved
◦ Cancelled: Has been cancelled as this is not a genuine defect

• Curr. Assignment: The Testimony user to whom the defect has been assigned for investigation.
• RCA: Root Cause Analysis of Defect (if enabled)

It is possible to filter the list so that you only see, for example, the defects that are assigned to you, or those
for a particular transaction code.
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3.2.2. Prioritising defects
Analysing defects based on some kind of priority is a useful way of ensuring that you begin your
investigations by focussing on the most important, or most heavily-impacted, transactions. There are various
different ways of prioritising defects.

Prioritisation by number of affected scripts

From Testimony v 2.21 onwards it is possible to see the number of scripts affected by each defect from
within the Defect Management screen.

Displaying defects ordered by number of affected scripts

Sorting by the Scripts column allows you to prioritise your work so that you’re focussing on the defects
which have had the biggest impact on the execution of the playback.

Prioritisation by success rate

Within the Result Overview it is possible to see, on the Most Frequent Transactions tab, each object
(dialog transaction, batch job, etc.) and the success rate of each one.

Displaying transactions ordered by the least successful

Sorting by the “Succ %” column will allow you to focus your defect analysis on the least successful
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transactions.

Prioritisation by object priority

Also within the Most Frequent Transactions display, you can see the priority of each transaction as
determined by the Coverage Analysis. It is possible to filter by Priority so that you are working on the
objects that have been deemed the most important to the business (starting, for example, by only looking at
Critical or High priority transactions).

Showing only the most important objects

Prioritising by object type

You may also want to consider looking at the non-dialog transactions first, as it is often the case that defects
with batch jobs or RFCs can be quickly dealt with. You can filter the defect overview screen so that you only
see non-dialog objects.

Displaying only non-dialog objects
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3.3. Investigating defects
The Investigate Screen is the most important tool for diagnosing the causes of failures during the playback,
and has been significantly enhanced in Testimony v2.21.

From the Defect Management screen, highlight the Defect you want to investigage and click the “Investigate
Script” button.

Here is an example of the Investigate Screen

Sample new investigate screen in v2.21
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The Investigate Screen has different areas, some of which are common, and some of which change
depending on the type of object (dialog transaction, batch job, etc.) that you are investigating. These are
explained in detail in the following sections.
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3.3.1. Common areas of the Investigate
Screen
The following sections describe the areas of the Investigate Screen that are available for all object types.

• Header Section
• Script Steps
• Script Linkages
• Inputs, expected outputs & actual outputs
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Sample new investigate screen in v2.21

3.3.1.1. Header Section
The following changes have now been implemented in v2.21 of Testimony to show significantly more details
to the user when investigating a script failure.

An example of the new investigate screen is shown here:

Queue Information

At the top of the investigate screen you can now see the execution queue ID and the item ID within that
queue (within the window title). The format of the title is “Investigate Screen: Queue X Item Y”.

Header Information

The grid in the top left representing the Script Header contains key information relating to the script that is
being investigated. These include:

• Script Type – The type of script that is being investigated (e.g. Dialog transaction)
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• Script Object – The name of the object representing the script (e.g. transaction VA01)
• Script User – The user who executed the script in the playback system
• Recorded On – The date and time that the script was recorded
• Excl/Samp – Information on whether this object is excluded or sampled in any way in the filter set

configuration
• Message – If there is a message relating to the script (e.g. the failure reason) then this is shown here
• Defect – If a defect has been generated for this script then the defect number is displayed here
• Status / Result – Display the overall status of the script and whether it passed or failed

Additionally, you can perform the following:

• Display the related defect – If a defect number is shown, by selecting the hot-spot the defect details
will be displayed

• Display the test script header – By selecting any other hot-spot area in the grid, the test script
header will be displayed

Toolbar Actions

Within the toolbar of the header, you can perform the following actions:

• Export the data – This requires you switching to the old investigate screen and then exporting the
script data from there

• Setup Exclusions – If this object should be excluded or sampled going forward, you can add it
directly from here

• Details of test script – In the same way that you can click on various hot-spots in the grid, you can
also click here to display the test script header

• Trigger playback remote control – This lets you re-run the script, step by step, with a bot that needs
to be started.

Don’t forget you need to activate the playback enhancements before using the playback
remote control!*
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3.3.1.2. Script Steps
The script steps section of the new investigate screen is similar to the previous version. There are some
noticeable differences which are noted below:

Grid display

The icon for displaying whether a script step passed or failed is now the standard “LED” icon.

• Green – means that the step executed and passed
• Red – means that the step has failed (or was a techical error)
• Yellow – means that the step was cancelled
• Inactive – means that the step did not run

Action toolbar

• Prev/Next – Navigates to the previous or next step from the currently selected one
• Suppress – Immediately allows you to configure suppressions for the currently selected step
• Detail – Displays the test script step popup window

A new key piece of functionality is that the currently selected step is now highlighted in
yellow. The user is therefore given immediate context on which step is currently selected
during their investigation.
*
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3.3.1.3. Related Linkages
The previous version of the investigate screen did not provide visibility of the linkages for the script/steps
that were being investigated by the user. This is now resolved in Testimony v2.21 and linkages are now
shown in the lower left part of the screen, as per the screen-shot below:

List of linkges relating to the script

Linkage list

The following fields are shown in the grid:

• Linkage Number – A sequential number starting from 1 for each linkage in the script
• Linkage Status – If the linkage has been validated in any way (only relevant to change documents,

IDoc’s and SAP Script Forms), then this will display the status of that linkage. If the linkage has
passed, then this icon will be green. If it failed, it will show as red. If no validation has happened then
this will be empty.

• Linkage Type – Shows the type of linkage that it is
• Related Step – Linkages are stored at the step level. When using the investigate screen, this is
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shown at the script level. All linkages relating to all steps of the script will be shown and this field lets
the user know which step the linkage specifically relates to.

Toolbar actions

• Filtering – The filter options lets the user restrict the list of linkages shown by type or sub-type
• Detail – Internal details about the linkage can be shown by selecting the linkage first and the clicking

“detail”
• Linkage Selection – If you select the hot-spot for a particular linkage, the linkage will be shown on

the right hand side of the screen

p(banner tip).

Like script step selection, if you select a linkage the row in the list will be high-lighted in
yellow. This let’s you immediately know which linkage you are currently investigating on the
right hand side of the screen.
*
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Sample new investigate screen in v2.21

3.3.1.4. Expected vs Actual
The display of the inputs, expected outputs and the actual outputs was always available in the previous
investigate screen, additional options are now available for your preference on how you would like these
displayed. As per the previous version, the inputs to the step, expected outputs and actual outputs are
displayed at the top of the screen, as seen in the screen-shot below.

You are now able to change which of the 3 options are displayed and in what combination, as per the
options listed below:

• None – No inputs/outputs are displayed at all
• Inputs / Expected – Only the inputs and expected outputs are displayed
• Inputs / Actual – Only the inputs and the actual outputs are displayed
• Expected / Actual – No inputs are displayed and only the expected and actual outputs are shown
• Inputs / Expected / Actual – This is the default setting – show all 3 inputs/outputs
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If you change these windows, your preference is immediately saved against your user and
the object type you are currently displaying. This means you can have different layouts for
the different object types (e.g. one layout for dialog transactions and another for batch jobs).
*
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3.3.2. Object type screens
Some areas of the Investigate Screen – especially the large area reserved for screen shots in dialog
transactions – changes depending on the type of script you are investigating. The following sections cover
these areas for different script types.

• Dialog Transactions
• Batch Jobs
• Inbound RFC
• Inbound Web-Services
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Sample new investigate screen in v2.21

3.3.2.1. Dialog Transactions
An example of the dialog transaction investigate screen is shown below:

Screen-shots

Testimony takes screen shots for every dialog step that is executed in the playback. The investigate screen
shows the screen shots for the previous step and the step you are investigating, allowing you to see exactly
what happened during the playback. It is possible to change your preferences for this screen so that only
one screen shot is shown. This can be either the current step, or the previous step.

It is also possible to zoom in or zoom out dynamically for the screen-shot (or screen-shots) by a % factor.
The options are 25%, 50%, 75%, 100% or 200%.

Zooming requires your central system to be on a certain kernel / support pack level. It also
requires the RFC destination IGS_RFC_DEST to be configured correctly. Ensure the
registered server program ID is set correctly – “IGS.SID”.

!
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3.3.2.2. Batch Jobs
An example of the batch job investigate screen is shown below:

Batch job investigate screen

Key areas of the screen

The key areas of the investigate screen for batch jobs are:

Multi-step batch jobs

If a batch job has multiple steps defined, then each step will be shown in the “Script Steps” grid and each
step can be selected.

Batch job log

The logs of the batch job are now displayed in a grid which can be filtered by message class and message
type. Note that batch job logs are common for all steps if the batch job has more than one step in its
definition.
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Batch job header

The header definition of the batch job step is available in the “Header”. This contains information such as
when the batch job was scheduled to run in the recording and when it ran in the playback. For multi-step
batch jobs, you can select each step and the header is specific to that step.

Batch job spool

Version 2.21 now captures the spool during the recording and the playback. You will not be able to see the
spool output until the playback is finished completely as the spool contents are retrieved during a post-
processing step. Similarly, the batch job spools are not retrieved until the recording is switched off. Spool
content is currently not compared between the recording and playback. They are there to support the user in
their investigation of batch job failures.
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3.3.2.3. Inbound RFC
An example of the inbound RFC investigate screen is shown below:

Inbound RFC investigate screen

Note that the area of the screen used for dialog step screen shots or batch job logs is not used in this
screen.
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3.3.2.4. Inbound Web-Services
An example of the inbound web-service investigate screen is shown below:

Investigate screen for inbound web-services

The expected and actual output from the web service call are displayed as XML documents in the lower
section of this screen.
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3.3.3. Linkage Type Screens
There are 13 linkage types which all now have their own specific investigation screen.

There are presently 3 types that are compared between the recording and the playback. This means that if
the playback is different to the recording (unless suppressed) they will fail the script during playback:

• Change Documents
• SAP Script Forms
• Inbound / Outbound IDoc’s

The next 6 types are used for service virtualization during the playback in order to mimic what the system
does or what the user does by the bot:

• Front-end Actions
• Local Files
• Application Server Files
• SET/GET Parameters
• User Preferences
• Clipboard Imports

And finally, the following linkage types are used to obtain key information on business processes so that
Testimony can understand links between scripts/steps or provide additional information to the user
investigating the playback:

• Number Ranges
• Dynamic ID
• Dynamic ID (User Prefs)
• Spool Requests

Each linkage type can be visually seen in the investigate screen by selecting the linkage in the lower left
side of the screen. Each of these are now described in the following sub-sections.
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Linkage Type - Change Document

3.3.3.1. Change Documents

There are two failure reasons for change documents:

1. Change Document Missing – this failure reason means that when the expected change document is
validated, a corresponding change document from the playback was not found.

2. Change Document Different – the corresponding change document was found, but when the header
or line items were compared, they were found to be different

This linkage type is used for validating that the same change document (or change
documents) were also generated in the playback system for the same script/step. There are
two failure reasons (1) Change document missing or (2) Change document is different.

!

Each change document that is captured in the recording is compared with the change
documents that were captured in the playback. The result of this comparison is shown in the
lower left linkage list. A green indicator shows that the comparison was the same. If it is red
it means the validation failed.

*
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Linkage Type - SAP Script Form

3.3.3.2. SAP Script Forms

There are two failure reasons for SAP Script Forms:

1. SAP Script Form Missing – this failure reason means that when the expected SAP Script Form is
validated, a corresponding form from the playback was not found

2. SAP Script Form Different – the corresponding SAP Script Form from the playback was found, but
when the header or OTF data was compared, they were found to be different

This linkage type is used for validating that the same SAP Script Form were also generated
in the playback system for the same script/step. There are two failure reasons (1) SAP
Script Form missing or (2) SAP Script Form is different.

!

You can additionally view the header of the SAP Script Form or the raw OTF data of the
form by selecting the approprate toolbar option.*
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Additional information is available in the Key Enhancements for Testimony v2.21 on SAP Script Forms.

Each SAP Script Form that is captured in the recording is compared with the forms that
were captured in the playback. The result of this comparison is shown in the lower left
linkage list. A green indicator shows that the comparison was the same. If it is red it means
the validation failed.

*
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Linkage Type - Inbound / Outbound IDoc

3.3.3.3. Inbound / Outbound IDocs

There are two failure reasons for inbound and outbound IDocs:

1. IDoc Missing – this failure reason means that when the expected IDoc was validated, a
corresponding IDoc from the playback was not found

2. IDoc is Different – the corresponding IDoc from the playback was found, but when the control record
or the IDoc segment data was compared, they were found to be different

This linkage type is used for validating that the same IDoc was also generated in the
playback system for the same script/step. There are two failure reasons (1) IDoc missing or
(2) IDoc is different.

!

Each IDoc that is captured in the recording is compared with the IDoc’s that were captured
in the playback. The result of this comparison is shown in the lower left linkage list. A green
indicator shows that the comparison was the same. If it is red it means the validation failed.
*
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Additional information is available in the Key Enhancements for Testimony v2.21 on “IDoc deep valiation”:
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Linkage Type - Number Range

3.3.3.4. Number Range
A number range retrieval is captured during the recording and used to find “Dynamic ID’s” between scripts /
steps. These create dependencies so that earlier scripts can create data which can then be used
subsequently in later scripts.

An example of a number range linkage displayed in the new investigate screen is shown below:

Key information on the number range retrieval include the number range object and the number itself that
was retrieved in the recording.
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Linkage Type - Front-end Action

3.3.3.5. Front-end Actions
Front-end actions are used to do service virtualization of the bots during the playback.

An example of a front-end action linkage displayed in the new investigate screen is shown below:

Key information on the front-end action includes the type of front-end action (e.g. checking if a file exists, a
directory exists, creation of a local file etc) and the result of the front-end action during the recording.
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Linkage Type - Local file

3.3.3.6. Local Files
Local files are used for service virtualization of the bots during the playback.

An example of a local file that is captured during the recording and used for service virtualization in the
playback is shown below.

Key information on the local file includes the filename and directory of the local file. The file contents can
also be seen.
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Linkage Type - Application Server File

3.3.3.7. Application Server Files
Application server files are used to ensure that (typically) batch jobs process the same files during the
playback as they did in the recording. The files are provided to the application server just prior to running
the step that contains the linkage.

When you click on the linkage, you can see the header properties of the file and the file contents itself.
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Linkage Type - SET/GET Parameters

3.3.3.8. SET/GET parameters
SET/GET parameters are used to ensure that dialog transactions run in the playback are run in the same
manner as they were captured in the recording. The users SET/GET parameters are captured at the start of
the transaction only (not at each step) and restored during the playback just before triggering the transaction
for hte user. Thus this linkage type acts as a service virtualization technique.

An example of the new investigate screen showing these SET/GET parameters is shown below.

When the user clicks on the linkage, each of the SET/GET parameters that will be set during the playback
are shown along with their associated values.
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Linkage Type - User Preferences

3.3.3.9. User Preferences
User preferences are different to SET/GET parameters in that specific transactions contain settings for a
particular user stored within one or more tables. These settings are configured in configuration tables within
the central system in Testimony and delivered out of the box with Testimony. However, you can configure
your own entries for specific transactions that you are aware of requiring these user settings to be captured
durign the recording.

When users run transactions during the recording, their user preferences are captured on the transaction
being started. During the playback, these user preferences are restored prior to the transaction being
started by the worker jobs and bots.

An example of the new investigate screen showing these user preferences is shown below.

When the user clicks on the linkage, each of the values that were captured in the user preference
configuration tables is shown with their associated values. It is these entries that will be restored during the
playback making sure that the transaction functions in precisely the same manner as was captured in the
recording.
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3.3.3.10. Dynamic ID
Dynamic ID’s are used to capture relationships between scripts so that data dynamically generated in one
script can be used in a later script.

Simple Example

A user create a business partner in the recording. The business partner number created is number 123. The
same user (or another) at a later point in time creates a new sales order for the customer 123. During the
playback (due to issues with sequencing and number range buffers), the same business partner 123 may
not be created by the same script. Instead, in the playback, the business partner 124 is created. Dynamic
ID’s are leveraged to ensure that the second script to create a sales order is done for customer 124 rather
than 123.

Dynamic ID Types

A dynamic ID can be of two types – (1) A producer or (2) a consumer. A producer is the step that generates
the unique number / identifier. A consumer is a step that make use of the value from a previous producer.
Various scenarios exist such as:

• A consumer cannot exist without a producer
• There can be many consumers of a producer
• A producer sciprt (or step) can also be a consumer (but these will be separate linkages)
• Consumers can exist within the same script as a producer

An example of the new investigate screen showing these dynamic ID’s is shown below:
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Linkage Type - User Preferences

When investigating a dynamic ID linkage, keep in mind whether you are looking at a producer or a
consumer (it is made clear in the linkage list). Additional grids in the right hand side of the screen show you
the consumer(s) (if you are looking at a producer). It also shows you other producer or consumers in the
same scripts or later ones. You are able to see the status of the producer scripts (did they complete
successfully or not).

Critically, you are able to see the values that were generated in the recording (for the
producer) and the values that were generated in the playback. Thus you can investigate
your script failure knowing the values that were used.

!
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Linkage Type - Dynamic ID User Preferences

3.3.3.11. Dynamic ID (User Preferences)
Sometimes, user preferences contain identifiers that are dynamically generated during the playback (by
Dynamic ID producers). Hence, during the playback, these dynamic variables need to be substituted prior to
running common transactions so that they operate in the same during the playback as they did during the
recording.

These are captured in a linkage type referred to as Dynamic ID User Preferences.

An example screen-shot of the investigate screen for one of these types is shown below:

The key information in the view is what the dynamic ID value is from the recording (versus that generated in
the playback) and which user settings table this dynamic identifer will be substituted into during the
playback.
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Linkage Type - Spool Request

3.3.3.12. Spool Requests
Batch job steps typically generate spool requests when they run. This is not for all batch jobs but for most.
The output in these spool requests often provide information as to how the program functioned during the
recording and also during the playback.

Spool requests generated by batch jobs captured in the recording are now created as new linkage types at
the end of the recording process (during the data transfer back to the central system). For the playback,
these same spool requests generated by the batch jobs run during the playback are retrieved once the
playback is completed (in a post-processing step).

While the spool requests from the recording and the playback are not currently compared in any way, the
spool requests provide critical information to the user when investigating failures during the playback.

An example of the new investigate screen for the linkage type spool request is shown below.

As you can see, both the spool request generated by the batch job in the recording is shown on the left and
the spool request generated by the same batch job in the playback is shown on the right. You can visually
compare the two spools to determine if they functioned in a similar manner.

Basis Technologies Testimony - Testers' Guide - 2.21

Page 49 of 104



Linkage Type - Clipboard Import

3.3.3.13. Clipboard Imports
During the recording, users operating SAP transactions are able to paste data from their local machine into
the SAP application from their clipboard. Since the bot does not have the same content in its clipboard, it
must populate this prior to executing the same step during the playback. Hence, the purpose of this linkage
type is to do service virtualization during the playback to ensure the transaction operates in the same
manner.

An example of a clipboard import linkage displayed in the new investigate screen is shown below:

The most important piece of information for the user here is the content of the clipboard that will be set in te
bot during the playback.
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3.4. Types of defects and how to identify them
This section takes you through some common types of Testimony defects and discusses how to categorise
them and how to deal with them within your defect analysis process. Examples of the different defect types
are shown.
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3.4.1. Defects caused by changes in the
release
Since the whole purpose of using Testimony is to perform a full regression test of your SAP system before a
new release is deployed to production, it is quite likely that some defects will be detected which are
expected: i.e., something has changed in the release being tested meaning that a transaction, batch job,
RFC, etc., will not behave in the same way. Testimony will spot these and highlight them as failures, leading
to defects being raised.

Note that from Testimony v2.21, Testimony’s Root Cause Analysis (RCA) feature will be able, by analysing
the release transports, to suggest which defects might be as a result of changes introduced by the release.
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3.4.1.1. Example 1: A change to a message
severity resulting in different output in a
batch job
This defect has been raised because an unexpected message has been raised in a batch job.

In the investigate screen, we can see that rows 3 and 4 in the job log are being highlighted as differences.

The last row of a job log is always the “Job cancelled” or “Job finished” message.
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We can see here that in the recording the job was cancelled because it received an error message.
However, in the playback the job finished normally. We now need to look at the 3rd row in the job log to see
if we can find out more detail about what went on.

Here it seems that the only difference is that the MSGTYPE has changed from an E in the recording to an S
in the playback. MSGTYPE denotes the severity of a message, and batch jobs will terminate if they
encounter a message with MSGTYPE=E (unless the message is otherwise handled in the code). We can
also see that the message text “No data exists” is the same in both the recording and the playback.

What has happened here is that in the release, the message being generated when the batch job finds no
data to work on has changed from type E to type S. This job is a periodic job, running every 15 minutes to
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upload data into SAP from files on the application server. Since there will not always be files to process
every time the job runs, a “No data exists” condition is actually normal. The Basis team requested this
change to the message output when there is no data to process to prevent multiple unnecessary job
cancellations, as they are required to investigate these.

Since this defect was as an expected result of a change being introduced in the new release, it can be
ignored.

It should also be noted that any future recordings (and playbacks based on them) that are taken after this
change has been imported into production will no longer raise this defect.
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3.4.1.2. Example 2: Authorisation failures
The following defect was raised because of an unexpected message in transaction FEB_BSPROC.

Looking at the Investigate Screen, we can see that the message was displayed at the start of the
transaction, and that the user was left on the SAP Easy Access screen. The screen shot shows us that the
message was “You are not authorised to use transaction FEB_SPROC”.
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This is another example of Testimony highlighting exactly the type of change in behaviour that you want to
test for in a regression test. Since Testimony uses the real production userids with their exact production
roles and authorisations, any changes to their authorisations that will have been introduced by the release
will be seen during the Testimony playback. It may be that a change to one of the roles assigned to this user
has deliberately removed their authorisation to execute this transaction, in which case this is an expected
failure. However, it may be that a role change (or perhaps an organisational structure change) done for
some other reason has had the unintended consequence of removing this user’s authorisation to perform
part of their job. This will need to be investigated with the security team. (Again, from v.2.21 the Root Cause
Analysis functionality will be able to tie the role change to a specific transport, making it easier to determine
whether or not this was an intended or unintended consequence of the change.)
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3.4.2. Defects arising from data issues
A Testimony playback is started on a system which is a copy of production taken at the time of the start of
the recording. Because of this, we can be confident that all of the data that was in the system when the
recording started is exactly replicated in the playback system at the start of the playback.

However, throughout the course of the playback it is possible that the data state slowly drifts away from the
production state. The following sections explain some common causes of this.
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3.4.2.1. Testimony playback sequencing
In order to be able to perform a playback in less time than it took to record the data, Testimony doesn’t
necessarily play back in the strict sequence of recorded events, except in certain specific cases:

• Batch jobs are always played back in strict sequence, so if Testimony recorded Job A, followed by
Job B, followed by Job C, then the playback will play these jobs back in the order A, B, C.

• Transactions within a user session are always played back in strict sequence. If a user logged on and
then executed transactions VA01, VA02 and VA01 again in that order, then Testimony will play back
that user’s session in the order VA01, VA02, VA01.

• “Dynamic ID” dependencies are always maintained. Testimony has functionality which can generate
“Dynamic IDs” between transactions, batch jobs, RFCs, etc., and these are always enforced. For
example, if UserA creates order 1234, and then UserB changes order 1234, and then UserC displays
order 1234, then Testimony will ensure that these transactions are played back in the correct order.

◦ A further piece of functionality related to Dynamic IDs handles what happens when, for
example, the order creation fails. So in our example above if the creation of order 1234 fails,
then Testimony can use the Dynamic ID for this order, and its link to other transactions, to
recognise that there is no point in trying to either change or display this order as it doesn’t exist
in the playback system. Testimony will therefore cancel the dependent change and display
transactions.

◦ Dynamic ID also handles the possibility of differences in document numbers between the
recording and the playback. For example, let’s say that document 1234 was created during the
recording and then it was changed later on. Now, when we come to play back this transaction,
we may find that the document created in the playback system actually has the number 1233.
(This might be because a previous document creation failed, meaning that the document
number range has not been incremented.) Testimony knows that the change document
transaction for the original document 1234 is dependent on this create document transaction.
Since we now have a different document number (1233) Testimony will change the “change
document” script to use this document number rather than the original.

This enables Testimony to “compress” the time taken to perform the playback to sometimes much less that
the recording time. For example, if two batch jobs are executed 30 minutes apart, then Testimony is likely to
start one as soon as the previous one has finished. Likewise, if a user executes VA01 and then, 10 minutes
later, executes VA02, then Testimony is likely to start VA02 as soon as VA01 has finished.

An example of where Testimony might not play back in strict sequence might be where a batch job changes
the status of a record, which is later acted upon by a dialog transaction. For example, TransactionA creates
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a new order; BatchJobB processes this order and updates its status (to, for example, “ready for shipping”);
and TransactionC performs the shipping of this order.

In this case, we have a mixture of dependent and independent processes happening: TransactionC is
dependent on TransactionA (because of the Dynamic ID link for the order), but BatchJobB is independent of
either. It is therefore possible in this example that instead of the recording sequence:
TransactionA —> BatchJobB —> TransactionC
We instead play back in the following sequence:
TransactionA —> TransactionC —> BatchJobB
Or:
BatchJobB —> TransactionA —> TransactionC

In the first example of an “incorrect” sequence, we would expect TransactionC to fail, as the order created
by TransactionA is not in the correct status for shipping (as BatchJobB has not yet run). In the second
example, we might expect TransactionC to fail for the same reason as before, but we may also see that
BatchJobB fails because it doesn’t have a record to process (as TransactionA has not yet created the
order), leading to a different output for the job.
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3.4.2.2. Previously failed transactions
As mentioned above, the Dynamic ID process does a good job of ensuring that if, for example, a “Create
Order” transaction fails during the playback, then subsequent Display or Change transactions for that same
order are cancelled. However, some interdependencies between transactions are not so straightforward and
this can lead to transaction failures during the playback which are not covered by the Dynamic ID process.

A good example of this is list processing, where a user calls up a list of available orders of a particular
status (e.g., orders ready for fulfilment). It may be that when the user executed this transaction in production
there were 15 orders in the list; however, during the playback one of the previous Create Order transactions
failed, meaning that there are now only 14 orders in the list. If we try to double-click on the 15th order in the
playback, we will get an error.

Batch jobs also provide a good example of where previously failed transactions may result in a playback
error. Again, it may be that when the batch job ran in production there were 15 orders for it to process, but
during the playback only 14 orders were processed because a previous transaction failed. This will be
flagged by Testimony as a difference – and hence a script failure – as the batch job log will only contain
entries for 14 records rather than the 15 that were expected.
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3.4.2.3. Example 3: Batch job with different
output
This defect has been raised because Testimony detected a different output in the batch job log.

Defect record for a batch job failure

If we look at the investigate screen, we can see that there were 7 rows in the job log in production, whereas
there were only 4 rows in the log during the playback.
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Expected & Actual parameters (the job log)

The first two rows in a job log are always the Job Started and Step Started entries, so these can be ignored
in our analysis (and indeed, these are identical in both the recording and the playback).

Looking at rows 3 and 4, however, we can see that in the recording the batch job output some messages
relating to purchase orders that it was processing, whereas in the playback the job output a “No suitable
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purchase requisitions found” message and then finished.

The “Job finished” message in the recording (which is always the last entry in the log for a job that ran
successfully) can actually be found at row 7:
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The "Job finished" message

This is a classic example of a data-related failure. In this case, either because of script sequencing or the
failure of one or more previous transactions, when this job ran during the playback there were no records
that met the selection criteria for the job.
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3.4.2.4. Example 4: Inbound RFC with
different output
This defect has been raised because Testimony detected a different output in the RFC.

Defect record for an inbound RFC failure

Looking at the investigate screen, we can see that Testimony has highlighted differences in the
PT_JOB_LIST and PT_JOB_METADATA elements of the output.
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In this case, the PT_JOB_LIST output area is the most important to look at. (The PT_JOB_METADATA area
just defines the fields within the PT_JOB_LIST, so if there are differences in PT_JOB_LIST then there will
always be differences in PT_JOB_METADATA.)

Here we can see that in the recording the RFC had two entries in PT_JOB_LIST, whereas in the playback
there were 6.

Looking at what’s contained within these rows, we can see that each row relates to a particular document
(specified by the DOCID field).
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This defect, therefore, has been raised because, either due to sequencing issues or a previously failed
transaction, there was a difference in the number of available orders that could be processed by this RFC.

Basis Technologies Testimony - Testers' Guide - 2.21

Page 68 of 104



3.4.2.5. Example 5: Double-clicking on a list
item calls up a different document
This defect has been raised because a different screen was shown in the playback than was seen in the
recording.

Looking at the Investigate Screen, we can see that instead of going to a “Decision step in workflow” screen,
we went to a “Process PO Invoices” screen.
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The screen that we saw in the playback looked like this.

If we look at the Input Parameters for this step, we can see that the user double-clicked on a field on the
previous screen (as shown in the “Control event/action” parameter).

And looking at the screen shot from the previous screen, we can see that the user was working with a list of
items from their Business Workplace inbox.

Basis Technologies Testimony - Testers' Guide - 2.21

Page 70 of 104



In order to figure out exactly what’s happened here, we’ll need to drill into the information in the Investigate
Screen in a bit more detail (and gain a better understanding of Control processing). It is also helpful to be
able to recreate this issue in the playback system.

The first thing we should try to do is work out which item in the list the user double-clicked on. We can do
this by looking at the Control Properties on the Input Parameters for the failed step.
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Here we can see the following information.
• Row 1 shows us that the user double-clicked on a cell in column 2 of the list
• Row 2 shows us that the user double-clicked on a cell in row 3 of the list
• Row 3 shows us that the cell the user double-clicked on had the text “Approval needed: PR No. 10043952
…”
We now need to compare this with the list we saw displayed in screen shot from the previous step:
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The highlighted entry is the cell at column 2, row 3, and as you can see this has the text “Process document
000000279968”. It looks, therefore, as though the list from which we were working in the playback was
different to the list the user was working from in the recording.

If we now look at the screen shot of the step that failed, we can see that we are actually working on
document 279968.

We can therefore conclude that the playback bot was doing what it was being asked to do: double-click on
the cell in column 2, row 3 in the list. It’s just that the entry in the list was not the one that we were
expecting.

It’s now worthwhile doing some investigation in the playback system to try to pinpoint what went on. Looking
again at the list displayed in the user’s SBWP inbox, we can see that all of the “Process document”
messages were generated on the same date. Drilling down into the workflow logs for these entries on the
playback system, we can see that they were all created (i.e., added to the user’s inbox) in a batch, with only
a second or two between each entry. This suggests that a batch job has performed some processing to add
these documents to the user’s inbox. Further investigation revealed that a workflow deadline monitoring job
ran at the time these entries were added to the user’s inbox.

We therefore have a classic example of a data issue being caused by the way that Testimony sequences
batch jobs and online transactions. This resulted in a list from which we were working not being the same in
the playback as it was in the recording.
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3.4.3. Defects arising from sequencing issues
As well as data issues arising from the sequencing of scripts in the playback (discussed above), other
issues relating to sequencing may arise.
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3.4.3.1. Locking issues
Object locks (using SAP’s enqueue methods) are taken whenever a user goes to change an object (a
purchase order, for example). Locks can be seen in both the recording and the playback, but because of the
way that Testimony sequences the scripts in the playback, it is possible that:

• A lock seen in the recording is not seen in the playback, or
• A lock is seen in the playback that was not seen in the recording

Because of Testimony’s Dynamic ID functionality, the second type is much less likely to occur than the first.
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3.4.3.2. Example 6: A lock in the recording not
seen in the playback
This defect was raised because a message seen in the recording was not seen in the playback.

As can be seen from the Investigate Screen, the message in the recording was caused by the fact that a
user was already processing the purchase requisition.

Because the playback processed this transaction in a different sequence than in the recording, the lock that
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had occurred in the recording wasn’t seen in the playback.
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3.4.4. Defects arising from bot configuration
issues
The bots (Windows applications) that are used to perform the playback require a certain minimum
specification as well as several bits of recommended configuration in order to be fully able to execute all
types of transactions. However, it is not necessarily desirable for all customers to set up the bots in ways
that will allow the playback to always run successfully in all cases. In this section we will discuss common
types of bot set-up issues that may be seen during your playbacks.
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3.4.4.1. Microsoft Office installation
Almost all SAP users will have MS Office installed and configured on their local machines. This enables
them to download data from SAP directly into MS Excel or even, in some transactions, display an embedded
MS Excel spreadsheet or edit directly in MS Word from within their SAP screens. Some SAP transactions
also have different buttons or menu options available depending on whether or not MS Office is installed on
the local machine.

Ideally, MS Office will be installed and configured on all of the Windows machines (physical machines or
VMs) that are used to host the Testimony bots. However, because of the cost involved in this some
customers – especially those that need a large number of bots – will choose not to license MS Office on the
bots. This can cause some particular types of failure during a playback which are discussed here.
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3.4.4.2. Example 7: Excel button not available
on screen
This defect has been raised because of an unexpected message:

Looking at the Investigate Screen, we can see that in the playback we received the message “Function code
cannot be selected”.

If we look at the input parameters for the step, we can see that the function code that the bot was trying to
execute was “Microsoft Excel (=&VEXCEL)”.
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So, the bot was trying to click on a button to display the list in MS Excel, but that function was not available.
This is because MS Office is not installed on the bot that executed this transaction. Because MS Office was
not installed, two buttons on this screen are not available.

If we look at a screenshot of this screen run on a machine which has MS Office installed, we can see that
there are two Office-related buttons

The first of the highlighted buttons is the Microsoft Excel button; the second is the Word Processing button.
However, when we run this same transaction on the bot that doesn’t have MS Office installed, you can see
that these two buttons are missing:

The MS Office buttons should be between the two buttons circled above.
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3.4.4.3. Example 8: No word processing
program available
This defect was raised because the playback encountered an unexpected next screen.

Looking at the Investigate Screen, we can see that we saw a different screen and also received a message
that wasn’t seen in the recording.

The screen that was displayed during the playback was the standard SAP text editor.
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This is another example of a defect being raised because MS Office was not installed on the bot that
executed this script. In this case, a word processing program (MS Word) should have been called.
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3.4.5. Defects arising from file download
virtualisation
During a recording, Testimony will capture any user transactions that download files to a user’s local
desktop. In order to avoid potentially flooding the bot machines with downloaded files, Testimony virtualises
these file downloads during the playback, intercepting the calls to the download functions in SAP and
instead “masking” them to make SAP think that the file has been successfully downloaded.

In most cases, when a file is downloaded to the desktop a message of message class FES is displayed.
(For example, message FES028 “200 bytes passed”). Because we know that we will not actually be
downloading a file (and therefore that no FES message will be displayed) we use part of the message
exclusions functionality to automatically pass steps that, in the recording, displayed one of these messages.

Unfortunately, SAP is not always consistent in its use of FES messages. In some transactions a generic
message (00001) is used. This is a “catch-all” message that can be passed up to eight variables, but has no
fixed text. Although it would be technically possible within Testimony to bypass this message, it is not
desirable to do this as we cannot be certain under what circumstances it will be displayed.

Because of this, there will be cases where transactions that download files to the local desktop cannot be
played back correctly.
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3.4.5.1. Example 9: No message is displayed
The below defect has been raised because no message was received when one was expected.

Looking at the Investigate screen, we can see that the user was executing a download to a spreadsheet
(Function = &XXL).

And in the parameters, we can see that there was no message in the playback, where there was a message
displayed in the recording.
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3.4.5.2. Example 10: “Setting was applied”
message is displayed
In a similar vein to the previous example, in this defect we can see that a file download message was
displayed in the recording, whilst a different message – “Setting was applied” – was shown in the playback.
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3.4.6. Defects caused by functionality not
supported by Testimony
Unfortunately, it is not (yet) possible for Testimony to support the recording or playback of all functionality
within SAP. In most cases it is possible to exclude unsupported functions from a recording, either by not
having a specific recording enhancement active (as is the case for outbound RFCs for example) or by
specifically excluding some objects from a recording (for example, inbound RFCs generated by RPA tools).

However, there are some transactions within SAP which will often work during the playback unless the user
chooses to use a particular piece of that transaction’s functionality. An examples of this are given below.
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3.4.6.1. Example 11: Drag & Drop
The following defect has been raised because the playback did not see a message that was shown in the
recording.

Looking at the Investigate Screen, we can see that in the recording we captured a “Work item was created”
message, whereas we didn’t see a message at all in the playback.

The screen shot in the Investigate Screen gives us a clue as to what happened here.
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As you can see, this transaction, OAWD, has functionality to allow for the dragging and dropping of files into
an archive. Drag & Drop is not currently supported by Testimony, so this defect can be ignored. Note,
however, that OAWD has another option “Mass archiving” which allows for the upload of files from the front
end via the standard Windows Explorer file selection screen. This would work in Testimony, so we can’t
simply exclude this whole transaction from subsequent recordings.
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3.4.6.2. Example 12: Batch Input
The following defect was raised because the transaction FB05 failed to start properly.

Looking at the Investigate Screen, we can see that we actually had an unexpected screen displayed at the
start of the transaction.
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Some investigation into this showed that the screen that was displayed in the recording (screen 733 of
SAPMF05A) is the special batch input screen for the FB05 transaction. At present Testimony doesn’t
support batch input as it currently isn’t possible to tie the batch input parameters to the transaction
execution in the playback. So, during the playback, when the bot received an instruction to start transaction
FB05 it ran it as a normal dialog transaction, taking it to the standard screen 122. This caused the
Unexpected Next Screen error.
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3.5. Defect Suppression
As you use Testimony over time, you can “teach” it to suppress certain failures that are either expected or
unavoidable, given the way that Testimony works (data-related defects for example) or the set-up of your
environment (e.g., bot-related defects) By suppressing these failures, you can ensure that defects are not
raised for them, meaning that the effort required for defect analysis will decrease and become more
focussed over time.

There are two types of failure suppression in Testimony: step-level suppression, and script-level
suppression. These are discussed below.
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3.5.1. Step-level suppression
In some cases it may be possible to suppress a failure at the step level and carry on with the rest of the
script. When you switch on step-level suppression for a particular failure, Testimony will mark the step as
successful and attempt to continue with the rest of the script.

There are two steps involved in deciding whether or not a failure is suitable for step-level suppression.
Firstly, of course, you need to have determined that this is a failure that should be ignored in subsequent
Testimony playbacks. The examples given above should help you to determine this, based on some
common types of defects.

The second step is to determine whether or not it would be possible for the script to continue, given the
defect that has been raised.
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3.5.1.1. Example of a step-level suppression
If we take another look at one of the defects we saw earlier relating to a file download failure, we can see
that we had a message in the recording (“Download 191 KB …”) and a different message (“Setting was
applied”) in the playback.

Note here that the Next Program and Next Screen Nr. are identical in the expected and actual parameters.
This is important, as if we are on a different screen in the playback then it will not be possible to continue
with the rest of the script.

We now need to take a look at the function that would have been executed next in the script. This can be
done by selecting the step after the one that failed.

We can see here that the user pressed the back button (Function Back (=&F03)). So in this case, since we
have an identical screen on the step that failed, and the function being executed in the next step is a
standard function, we can deduce that if the failed step (step 8) was suppressed by Testimony, then the rest
of the script would be able to continue. This failure is therefore suitable for step-level suppression.
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3.5.1.2. Creating a step-level suppression
You can create a step-level suppression from within the Investigate Screen by selecting the failed step and
then clicking on the Suppress button.
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The following screen is then displayed.
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The Suppression Key contains information on the failure to be suppressed, including the object name, error
type and the message to be suppressed.

Firstly, select your custom filter set from the first drop-down. By default, the option to create a script-level
suppression is selected. You will therefore need to select the Step suppression type.

Your screen should now look like this.

Don’t use the default Testimony Comparison filter set, as this will be overwritten when you
come to upgrade Testimony.

!
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Click on Create, and the suppression will be created. In future playbacks, if Testimony encounters this same
error again it will mark the step as passed as attempt to execute the rest of the script.
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3.5.2. Script-level suppression
Where there is an error you want to suppress, but it is not suitable for step-level suppression, then a script-
level suppression is possible.

With a script-level suppression, the failed step is still marked as failed, and the script is terminated, but no
defect is raised. It is also possible to determine how this is reported in the overall playback statistics.
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3.5.2.1. Example of a script-level suppression
In the below defect, we can see that we have a data-related defect: we received a “No stocks exist…”
message on the selection screen.

In this case, notice that the screens are different in the expected and actual parameters. In the recording,
the user was taken to a list of stock, whereas in the playback the bot remained on the selection screen. This
failure, therefore, is not suitable for a step-level suppression.

However, since we know that this is a data-related defect caused by either sequencing or the failure of a
previous transaction, we want to suppress the creation of a defect, which we can do at the script level.
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3.5.2.2. Creating a script-level suppression
As before, we can create a script-level suppression by clicking on the Suppress button on the Investigate
Screen. We again get a pop-up to enter the suppression details, and this time we select our custom filter set
and keep the Script suppression type radio button selected.

In the Script Result drop-down, there are two possibilities for determining what the final status of the script
should be.

• No result: this excludes this script from the calculation of passed or failed scripts. Instead, it is added
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to the count of “Suppressed, No Result” scripts that can you can see in the Execution Queue status:

• Passed: this passes the script, adding it to the total of passed scripts for the playback.

In general, it is best to select No Result, as this gives a more accurate representation of the status of the
playback. We only want genuinely passed scripts to marked as such.
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