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1. Introduction

The Testimony Installation and Setup Guide takes you through setting up Testimony for use in your SAP
system landscape.

It is recommended that you check the following sections so you are familiar with Testimony before
starting.

Glossary
Architecture

The following sections then take you through the installation process:

Prerequisites
Technical Setup

Validating the Installation

There are also sections on uninstalling and support as below:

Uninstallation
Software Support

Whilst setting up Testimony on your SAP estate, this setup guide should be used in conjunction with the
other available Testimony documentation with the other manuals available as below:

Document Purpose

Testimony — Administrators

A guide of all of the main features of Testimony

Guide
Testimony — Quick Start A guide to quickly get you up to speed with basic recordings and playbacks
Guide with Testimony

Testimony — Testers Guide A guide to Testimony for testers
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2. Glossary

Bot

The bot is an executable program that resides on a windows machine (normally a virtual machine).
During playback the bot machines log on as the recorded users and execute the recorded transactions.
The requirements for bot setup can be found here.

Central System

This is the primary SAP system in which Testimony is installed and is operated. Testimony users log on
to the Central system to configure Testimony, create test plans, start recordings and playbacks and
analyse the results.

Check Steps

These are run manually before a recording or playback to validate the environment is ready to perform
those functions. The Testimony Administrator should run the check steps and review the results prior to
performing a recording or playback.

Coverage Analysis:

Allows the comparison of recorded data from the execution queue with the usage data. It provides high-
level statistics (e.g., what percentage of critical priority dialog transactions you recorded) as well as
detailed information on each dialog transaction, batch job, etc.

Double Playback

A double playback is where two playbacks are used to reduce the potential for false positives. The first
playback occurs with no changes deployed to the target system and is termed the baseline playback.
The second playback called the release or upgrade playback is competed on the target system with the
release or the upgrade applied .Defects are then only raised on differences detected in the second
playback, this helps to screen out environmental issues from the baseline.

Dynamic IDs

These are used to link scripts which use the same data, for example a purchase order number. If the
creation of a purchase order fails during the playback then Testimony recognises that there is no point
running a subsequent script that approves this purchase order. Testimony will therefore cancel the
execution of the order approval script. Testimony will also recognize if a different order number is
generated during playback and will adjust subsequent scripts to use this new number rather than the
recorded number.

Enhancements

To record and playback Testimony has enhancements on the source or target system to enable the
recording or playback to operate correctly. These are switched on before recording or playback and are
automatically deactivated at the end of the recording or playback in the “Post-Processing Steps”. Should
a recording or playback be stopped unexpectedly or due to a technical error, the Testimony
Administrator should manually deactivate the enhancements.

Execution Queue

The execution queue is built when scripts are added from the repository and contains the scripts to be
played back. Logic is built into the “Add to Execution Queue” process that idnetifies and establishes
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linkages between related scripts as the execution queue is being built.

Filtered Recording

A filtered recording is used when you want to record a subset of users, transactions, objects, or
transaction types rather than all activity on the source system. It is typically used for testing purposes to
ensure that the setup from central to source system has been completed correctly.

Filter Sets

Filter sets have two main uses: to exclude certain objects (transactions, batch jobs, etc.) from a
recording; and to provide special handling of error cases during a playback. For example, if you want
Testimony to ignore all occurrences of transaction SM21 from the recording, then adding this transaction
to the recording filter set will achieve this. If you want to ignore occurrences of message E123 from a
particular screen, you can set this message as an exclusion in the comparison filter set. Filter sets can
also be defined for the transfer to repository (most commonly for setting up transaction sampling) and for
the transfer to the execution queue, although this is less frequently used. This topic should be further
studied via the Filter Sets section here.

Linkages

Testimony records activity deeper than just the Ul so that objects such as change documents and
number ranges are also observed and recorded. These objects are used to create relationships, or
linkages, between scripts so that dependencies can be enforced and validated. These can then be
checked at playback and during results analysis to ensure that these match, providing a deeper level of
testing.

Notifications

Testimony can be configured to send out notifications when certain actions are executed or to provide
regular updates on ongoing actions. Notifications are managed through the notification setup in the
configuration tray.

Playback
The playback is the execution of the scripts in the execution queue, via the bots, on the target system.
The playback executes the scripted activity and generates the test results for comparison and analysis.

Post-Processing Steps

These are run automatically after a recording or playback is completed. Any errors in post-processing
will cause a hard stop preventing the status from moving to complete. If errors are found the operator
should investigate these errors to determine if they need to be manually resolved.

Preparation Steps

These are run automatically before a recording or playback starts. Any errors will cause a hard stop
preventing the recording or playback from starting. Errors should be resolved before attempting to restart
the recording or playback.

Recording
A recording (either Filtered or Standard) is the process by which actions on the source system are

captured by Testimony.

Repository
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The repository is a staging post for recorded transactions. Once all recorded transactions have been
stored in the Central System, they are transferred to the repository (potentially with some filtering) before
being transferred to the execution queue for playback. The repository is where any manipulation or
deletion of sessions should take place, since if a mistake is made the sessions can be restored by
transferring them again from the recorded data.

Sampling

Sampling is part of Filter Set functionality and is only set at the “Transfer to Repository” stage. Sampling
allows the operator to decrease the volume of a set of activities without negatively impacting the validity
of the test results. Since scripts will often modify data that will be used by later scripts, sampling is
designed to be used for display or read-only activities that do not manipulate data. The idea behind it is
as follows:

If you recorded a read-only process that runs every 5 minutes for the duration of the recording, you can
play back a small percentage of those processes to help reduce playback times while still testing that
process. Sampling can be used for Dialog, Batch and RFC processes.

Shared Memory

Testimony utilises the shared memory of the source system to save the recorded data temporarily before
writing it to the database. This is so that the source system does not see a significant increase in I/O
activity during a recording. To prevent any negative impact on source system performance Testimony
will stop the recording if it runs too low on available shared memory. The recommended settings for the
shared memory parameters are here.

Source System
This is the system that is recorded and therefore acts as the source for the recording. In BAU operation
of Testimony, this is usually the production system.

Standard Recording
A standard recording records all activities, excluding any defined exceptions in the “Filter Sets”.

Target System

This is the regression test system into which recorded scripts are played back via the Bots. It is
recommended that the Target system is dedicated for use with Testimony and is refreshed with a point-
in-time backup of the Source system taken as of the start of the recording.

Test Plan

A test plan is the logical container for the recording, playback, and results of a test scenario. When
setting up a test plan the operator will define a Source system, Target system, system mapping and
authorizations for users. To simplify the test plan creation process, test plans can be copied for
scenarios using the same Source and Target systems.
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3. Architecture

The architecture of Testimony comprises four types of systems as below:

1. Central system (usually Solution Manager) Testimony is operated from here with recordings and
playback details stored here.

2. Source system to be recorded (e.g. ECC development, test and production)

Target system to be played back into (e.g. Copies of ECC production)

4. Bot systems to run the bots used for playback (Windows machines)

w

The relationship between the systems is as per the image below:

Testimony Architecture

4 A e

SAP ——

Source lllllllllllllll-------------h System
Images

Release

Candidate

Instrumentation

; )
SAP
Target
(Copy of
Source)

J

Testimony
SAP GUI
User

Remote Sessions
Machine

SAP
Central
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4. Prerequisites

There are five sets of activities that should be completed before Testimony is installed and configured.

1. Determine Systems

Before installing check the Architecture section and determine the “central” SAP system where
Testimony will be operated from.

Testimony Central System minimum specifications

Software SAP NW 7.01+ ABAP stack
Unicode Central system must be Unicode enabled
Disk 400GB (350 GB for SAP install plus free space, 50GB available for growth with Testimony
utilization)
System
Y 8GB (16 GB+ recommended)
Memory
CPU Multi-core 64-bit processor (4 cores recommended)

Processes 20 BTC, 20 DIA, 1 ENQ, 1 SPO, 1 UPD, 1 UP2 (assumes up to 15 Bot machines defined)

Notes Must have network connectivity to Source, Target, and BOT systems

In addition to the central system there will also be source SAP systems where recordings take place and
target SAP systems into which recordings are played back. At the start of the installation Basis
Technologies recommends that a sandbox system is used and it is likely that the same system will be
used for both recording and playback. To playback you will also require a windows machine to host the
Bot. Details on this are here. Once you start recording larger systems note that the target will need to be
sized sufficiently to allow for all of the source system activities being run on it.

At this stage it is important to determine which systems will be acting as “central”, “source” and “target”
systems as each requires different setup. The Basis Technologies consultant will also want the detail of
these systems entered into the Testimony Gameplan to assist with planning and documenting the
installation.

2. Determine Administrators

Installing and maintaining Testimony requires a basic working knowledge of SAP plus an understanding
of your organisation’s testing processes.

Basis Technologies recommend 1-2 resources be assigned as Testimony Administrators. These will
typically be the senior testing managers and/or basis administrators.

The proposed Testimony administrators should be determined before the installation is started.

3. Profile Parameters

The following profile parameters should be set as per the list below, note that as some of these require a

Page 9 of 100



Basis Technologies

Testimony - Installation and Setup Guide - 2.70_en

system restart planning should be taken around the production system taking note of maintenance
windows. These parameters will be reviewed and may be adjusted depending on your installation.

* Parameters in bold are expected to require a system restart to take effect (this can vary
per SAP version) and they should be changed on each app server

10

11

12

13

14

15

Profile Parameter

rsdb/esm/buffersize_kb

rsdb/esm/
large_object_size

rsdb/esm/max_objects

rsdb/esm/buffersize_kb

rsdb/esm/
large_object_size

rsdb/esm/max_objects

sapgui/user_scripting

sapgui/
user_scripting_per_user

sapgui/

user_scripting_set_readonly

login/
disable_password_logon

login/

disable_multi_gui_login

rdisp/tm_max_no

rdisp/gui_auto_logout

rdisp/max_wprun_time

abap/buffersize

System Details

Source

Source

Source

Central

Central

Central

Target

Target

Target

Target

Target

Target

Target

Target

Target

This value needs to be at least ‘250000’ (250Mb) (the
parameter is in kb).

This value needs be to at least “1000000’ bytes (1Mb).

This value needs to be at least 100000
This value needs to be at least 250000’ (250Mb) (the
parameter is in kb).

This value should be at least ‘51200000’ bytes (50Mb).

This value needs to be at least 2000

This value needs to be TRUE which allows the bots to perform
the playback properly. Only in playback system.

This value needs to be FALSE which allows the bots to perform
the playback properly. Only in playback system.

This value needs to be FALSE which allows the bots to perform
the playback properly. Only in playback system.

This value needs to be 0 which allows the bots to login to the
playback system. Only in playback system.

This value needs to be 0 this allows multiple logons. Only in
playback system.

As Testimony will be logging on with the user load from
production this should be the production setting +50% Only in
playback system.

This value needs to be 0. This ensures that the bots and their
logged on users cannot be automatically logged off by the user
due to time-limits (for example, if the playback is paused or
other issues arise)

Ensure this value is at least the value set in the production
system

Ensure this value is at least the value set in the production
system
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This value needs to be at least 64000. The value checked can
16 ztta/parameter_area Target be adjusted by changing PLAYBACK_PARAM_AREA in the
General Parameters. Only in playback system.

This value needs to be 0 this is required where TimeShiftX is

17 sncl/enable Target
g being operated. Only in playback system.

* Note some parameters will be reviewed for your system settings primarily parameters #1
#2 #3 on the source system

4. File Configuration

To enable Testimony to record and playback files then the following setup needs to be completed in
each system that Testimony is intended to operate in central, source and target.

# Activity Details

Create In each system (central, source and target) set up a new OS command called
1 OS YAUT_COPY_FILE in transaction SM49 (For WINDOWS NT Operating system command is
Command xcopy, for LINUX is cp )

Logical In each system (central, source and target) set up a folder for the logical path /BTI/

File Path AUT_APPSERVER_FILES using transaction FILE

5. Operating Systems

Enter into the Game Plan the operating systems for the application and database servers for the SAP
systems where Testimony is to be installed. This is needed for the installation of TimeShiftX which is
required to keep the date and time of the target system aligned with the date and time of the recording
when playing back, more details in the TimeShiftX section.
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9.1. RFC Throughput Investigations

It is important to check the volume and size of Inbound RFCs, to identify potential issues which might
arise from recording unusually large objects.

The STO03 analyzers are able to provide detailed information on the Sent and Received data of RFCs.

From transaction ST03, analyze for the desired period. Start with 1 week, and look at the RFC Server

Profile:
[E Load Display Goto  Environment  System  Help -
@ v « L AN | @
Workload in System STP
Le=] 43| [TEIFull Screen On/Off Save View
Instance TOTAL First record 25.05.2020  00:00:00
=l e . Period 25.05.2020 -31.05.2020 Last record 27.05.2020  23:59:59
» 3 Day +  Task type MOMNE Time period 3 Day(s) 00:00:00
> = Week
! PRIV, - Function Module | Transactions | User | Remote Destinations | Remote Server | Local Servers
. 18.05.2020 - 24.0¢ | =
. 11.05.2020 - 17.0! o _ R
- [ 04.05.2020 - 10.0¢ | | [BTesk type ()| [F]I[&][F] (@RI Cel.Jl ERlE
B e e RFC Server Statistics:Function Module
£ 13.04.2020 - 19.0¢ Function Module (Started over RFC}) .| Mo. of Calls| T Execution Time | @ Time/RFC, T Time | @ Time/RFC Send Data| " Received Data(Byt..
» [ Month [RSAP_TRFC_SEND | 7% 1.678 2332 2129 295,9 4.929.260  252.789.547.166
[Fl Detaied Analysis SWNC_COLLECTOR_USEREXIT 302 4308 11.2185 6260  15.092,7 i 84.346.810.400
&4 Load History and Distrbution “ | IDOC_START_INBOUND 89.907 100.909 1.122,4 101.373 1.127,5 40.029.380.84 38.817.347.204
=& BI Workioad ¥ | IDOC_TMBOUND_ASYNCHRONOUS 405.528 146.818 362,0 147.658 364,1 1.234.427.277 8.477.862.811
il aJiile ARFC_DEST_SHIP 1.124.523 493.454 438,8 493.943 439,2  413.171.335 8.434.711.666
~ BF Analysis Views *RFC_SRV_COLLECTOR* 169.240 11.838 69,0 12.053 71,2 3.488.260.785 2.305.764.068
+ i Workload Overview RS_COMPONENT_VIEW 21 74 3.508,3 86 4.091,5 i 1.898.461.068
+ [ Transaction Profile ARFC_RUN_NOWATT 1.052.413 572.629 544,1 576.108 547,4 5.777.030.455 1.835.465.539
* [5] Application Statistics APPLICATION_IDOC_POST_IMMEDIAT  366.105 43,515 118,09 44.468 121,5 363 1.048.759.602
* @ Time Profile IDOCS_OUTPUT_TO_R3 173.397 68.811 306,8  60.041 308,2  367.712.507 604.547.638
» [ Ranking Lists _ PRD__SCM_LIVECACHE 127.431 267 21 370 20  49.883.270 507.461.166
e g EFEC”EFU"WU:; S QDEST_RUN_DESTINATION 128.060 73.192 571,5 73.582 5746  291.523.356 395.522.032
SIE wr e ARFC_DEST_CONFIRM 800.964 4.525 56  4.658 58  153.491.040 314.763.445
. USMD_SEND_BO_INSTANCE_MULTI 220.486 4.002 17,8 4.234 18,4 04.485.562 160.577.340
« B:REC Ciont Destination £ [EEC-PING 936.347 810 0,9 3.854 41  385.573.939 155.362.023
- B REC Server Destination | | IREGLSYSTEMEHNED 237.880 439 1,8 1.560 6,6  225.593.654 82.454.724
v B User and Settlement Statis | /5 YSLINK/MONXAN4 9.557 4.812 503,5 4.816 504,0  131.516.486 52.314.809
- B Front-End Statistics RSAP_IDOC_SEND 7.846 364 46,4 g2 48,7 5.455.574 38.455.564
« & spool Statistics TRFC_QOUT_SEND 107.468 12.434 1157 | 12716 118,3 48.235.482 38.132.315
+ 27 Response Time Distrbution | RFC_READ TABLE 31.263 1.344 43,0 1.672 53,5 5.898.353.385 30.591.334
+ B Load from Extemnal System | RS_UPDATE_PROG_TADIR_INDEX_RFC 148 2.005  13.5453 2.011 | 13.587,1 28.551.124 28.543.280
» [ Web Statistics SALC_MT_GET_TID_BY_NAME 36.273 10 0,3 130 3,6 432.055.045 28.221.564
+ [2) DB Connection Statistics SWF_EVT_HANDLER_START_INTERMAL 3.539 242.361 | 6B8.482,9 242.363  68.483,6 1.404.433 25.610.045
API_CLEAR_TID 148.306 685 4,6 699 4,7 30.042.276 21.496.536
CRMO_UPDATEINFO_CRMRELEASE 63.795 1.322 20,7 | 1327 20,8 11.658.750 14.670.486
DDIF_FIELDINFO_GET 18.367 447 24,3 456 24,8 101.304.950 14.236.644
4 b 4 F
s

After sorting it by Received Data(Bytes), you can select the option to view the data in Excel Inplace:
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[E" Load Dispy Goto  Envronment  System  Help
] v| « eae
Workiload in System STP
¢a = | & MRl Sereen OnfoOff
s Expert mode Instance TOTAL
o a Total Period 25.05.2020 -31.05.2020
» [1 Day v Task type NONE
~ E5 Week

This week
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First record
Last record

Time period

A4

25.05.2020  00:00:00
27.05.2020  23:59:59
3 Day(s) 00:00:00

. Function Module |~ Transactions |“User | Remote Destinations

¥

Remote Server | Local Servers |

» [ 18.05.2020 - 24.0%

+ [ 11.05.2020 - 17.0¢

+ [ 04.05.2020 - 10.0%

« [8] 27.04.2020 - 03.0¢

+ [3 20.04.2020 - 26.0¢

. 13.04.2020 - 19.0¢
~* [ Month
[E petailed Analysis
A4 Load History and Distrbution =

"= BI Workload ==

i F LI

¥ BF Analysis Views
4 Workload Overview
3 Transaction Profile
Application Statistics
B Time Profile
3 Ranking Lists
& Memory Use Statistics
[E= RFC Profiles
| RFC Client Profile
. RFC Server Profile
- [ RFC Client Destination
* [E) RFC Server Destination
3 user and Settlement Statis
Front-End Statistics
= Spool Statistics
&7 Response Time Distribution
B Load from External System
[E3 web Statistics
. DB Connection Statistics

4

(Gresk tyve ()| [,

RFC Server Statistics:Function Module

Function Module (Started over RFC)

[RSAP_TRFC_SEND j 7.196
SWNC_COLLECTOR_USEREXIT 392
IDOC_START_INBOUND 89.907
IDOC_INBOUND_ASYNCHRONOUS 405.528
ARFC_DEST_SHIP 1.124.523
*RFC_SRV_COLLECTOR® 169.240
RS_COMPONENT_VIEW 21
ARFC_RUN_NOWAIT 1.052.413
APPLICATION_IDOC_POST_IMMEDIAT  366.105
IDOCS_OUTPUT_TO_R3 173.397
PRD_SCM_LIVECACHE 127.431
QDEST_RUN_DESTINATION 128.060
ARFC_DEST_CONFIRM 800.964
USMD_SEND_BO_INSTANCE_MULTI 220.486
RFC_PING 936.347
RFC_SYSTEM_INFO 237.880
S YSLINK/MONXANS 9.557
RSAP_IDOC_SEND 7.846
TRFC_QOUT_SEND 107.468
RFC_READ_TABLE 31.263
RS_UPDATE_PROG_TADIR_INDEX_RFC 148
SALC_MT_GET_TID_BY_NAME 36.273
SWF_EVT_HANDLER_START_INTERMAL 3.539
API_CLEAR_TID 148.306
CRMO_UPDATEINFO_CRMRELEASE 63.795
DDIF_FIELDINFO_GET 18.367

¥ MNo. of Calls| T Execution Time

1.678
4.398
100.509
146.818
493.454
11.838
74
572.629
43.515
68.811
267
73.192
4.325
4.002
810
439
4.812
364
12.434
1.344
2.005
10
242.361
685
1.322
47

List O

Excel
11.218,5
1.122,4
362,0
438,8
69,9
3.508,3
544,1
118,9
396,8
2,1
571,5
5,6

17,8

0,9

1,8
503,5
46,4
115,7
43,0
13.545,3
0,3
68.482,9
46

20,7
24,3

utput

inplace
6.269
101.373
147.658
493.943
12.053
BB
576.108
44.468
69.041
370
73.582
4.658
4.234
3.854
1.560
4.816
382
12.716
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This information, for the Top 30, should be analyzed to see if there are any high volume operations

which can be excluded.
Refer to the Filters and Exclusions:
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6. Technical Setup

After the prerequisite processes have been completed you can now begin the Testimony
implementation, including configuration of the product and preparing it for use.

Basis Technologies recommends that the first recording and playback are completed on a Sandbox
system and for the first recording and playback this system can operate as both a source and target if
required.

This topic has been broken down into the following sections:

» Central System

* Bot Setup
e Source System

+ Target System
* TimeShiftX
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6.1. Central System

The Central system is where Testimony is operated from (details on operating Testimony are found in
the Administrators Guide) once setup is complete there should be relatively few times that changes are
required in the source or target systems.

Follow the steps below to ensure Testimony is correctly installed on the central system.

# Activity Details
Install
’ Testimony Install the transports provided by Basis Technologies into your central system. This
into Central would typically be your SAP Solution Manager system.
System
Regenerate

In each system into which transports have been deployed, go to transaction PFCG, find

2 delivered
the /BTI/* roles and regenerate
roles
Testimony . .
. Assign the role /BTI/AUT_CENTRAL_ADMINISTRATOR to the Testimony
3 administrator - . .
Administrators in the Testimony central system
access
4 Check main In the central system, execute the main Testimony transaction /IN/BTI/AUT. If this
transaction transaction does not exist then check the transports have been imported correctly

Install License Install the Testimony license keys provided by Basis Technologies into your central

Keys system only as per the central license section here.
Install Install the Testimony Listener Agent license keys provided by Basis Technologies into
6 Listener your central system. Seperate keys for the Listener Agent will need to be installed into

License Keys specific systems according to the instructions here.

Use SAP standard transaction SNRO for Object /BTI/AUT33 to setup three number

Filter Set ranges as follows
7 Number 01 from 0000000001 to 0999999999
range 08 from 8000000000 to 8999999999

09 from 9000000000 to 9999999999

The first person to start Testimony using the transaction /IN/BTI/AUT will be assigned as
a Testimony administrator. You should assign the other Administrators to this role at this
point,

Assign
Administrators

Once this is complete you can move onto the next part of the installation:

# Activity Details

Bot Use SUO1 to create a BOT_USER user (suggested name) in the central system.

User
This user requires the role IBTI/AUT_BOT_RFC (ensure profile role is generated)
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The user needs to be of type System User

Create In the central system, use SM59 to create an ABAP RFC connection to the source system.
2 Source This requires the user created in the source system as per the details here then test the
RFC connection using Utilities —> Test —> Authorization Test

Create In the central system, use SM59 to create an ABAP RFC connection to the target system.This
3 Target requires the user created in the target system as per the details here then test the connection
RFC using Utilities —> Test —> Authorization Test

The following parameters should have been completed in the prerequisites, however, these should be
double checked to ensure installation is correct.

# Profile Parameter Details

1 rsdb/esm/buffersize_kb This value should be about ‘250000’ (250Mb) (the parameter is in kb).

2 rsdb/esm/large_object_size This value should be at least ‘51200000’ bytes (50Mb).

3 rsdb/esm/max_objects This value should be at least ‘2000’
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6.2. Source System

A source system is a system that you want to record activities on. In the early stages of the installation
on sandbox or development systems you might be operating with the source and target as the same
system, however, it is best practice to complete the setup as below as if the source and target were
separate systems.

Follow the steps below to ensure Testimony is correctly installed on the source system.

# Activity Details
Install Install the transports specified for the source system provided by Basis Technologies into
Testimon your source system, this is the system that you want to record
1 into So rZe Note that the transports can cause short dumps for users if they are using the
i u
Svstern system at the time of the import. It is therefore important that the transports are
y imported when there is little or no activity taking place on the system.
Regenerate . . .
5 delivered Goto transaction PFCG, find the /BTI/* roles and ensure the profiles are generate. If they
iv
are not then generate them manually
roles
Install Install the Testimony Listener Agent license keys provided by Basis Technologies into
3 Listener your source system. Separate keys for the Listener Agent will need to be installed into

License Keys specific systems according to the instructions here.

Create Create a system user with the role /BTI/AUT_SOURCE_RFC (ensure profile is
4 Source RFC generated). This user is for the RFC destination defined in the central system.
User Checking the RFC setup with the user at this point is best practice.
After transports are deployed to the system the program /BTI/
Enhancement )
5 Activation AUT_ENH_MANAGEMENT must be run before enhancements can be activated for
Program recording or playback. The program should be run as per the standard selection screen

with test mode not selected. Note this is a one off activity after the first installation.

The following parameters should have been completed in the prerequisites, however, these should be
double checked to ensure installation is correct.

* The profile parameter auth/rfc_authority_check is automatically turned off by Testimony
while the enhancements for recording inbound RFCs are active, the Testimony wrappers
then conduct the auth check. This does not require a manual change of the system but
Basis Administrators should be aware this happens.

# Profile Parameter Details
1 rsdb/esm/buffersize kb This value should be at least ‘250000’ (250Mb) (the parameter is in kb).
2 rsdb/esm/large_object_size This value should be at least ‘1000000’ bytes (1Mb).

3 rsdb/esm/max_objects This value should be at least 100000
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* Note these parameters must be changed on each application server and will be reviewed
for your system settings
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6.3. Target System

A target system is a system that you want to playback the recording on. In the early stages of the
installation on sandbox or development systems you might be operating with the source and target as
the same system, however, it is best practice to complete the setup as below as if the source and target
were separate systems.

* Note when running a playback with Testimony for a regression test the target system
must be dedicated to Testimony no other operations cannot be run on the system while
Testimony is operating else this will lead to unexpected failures that are not related to
your regression test.

Follow the steps below to ensure Testimony is correctly installed on the target system.

# Activity

Install
Testimony
into Target
System

Regenerate
2 delivered
roles

Create Target
RFC User

Meta Data

RFC User

Batch Job
User

Details

Install the transports specified for the target system provided by Basis Technologies into
your target system, this is the system that you want to playback into

Note that the transports can cause short dumps for users if they are using the
system at the time of the import. It is therefore important that the transports are
imported when there is little or no activity taking place on the system.

Goto transaction PFCG, find the /BTI/* roles and ensure the profiles are generated. If
they are not then generate them manually

Create a system user with the role /BTI/AUT_TARGET_RFC (ensure role profile is
generated) This user is for the RFC destination defined in the central system.

While setting up bots for the first time you should also use the role /BTI/
AUT_BOT_SIMULATION This is an optional Role that is only required for the BOT
Simulation Program. This role provides authorisations for creating Users, assigning
Roles to Users and Deleting Users, which is required during the Bot Simulation and can
be removed after the simulation is complete.

Checking the RFC setup with the user at this point is best practice.

Create a system user with the role /BTI/AUT_NCO_METADATA_ACCESS (ensure role
profile is generated). This user is for playing back RFCs and collecting the meta data to
ensure that they operate correctly. The suggested user name is /BTI/AUT_RFM although
this can be changed in the General Parameters.

Create a user with the role /BTI/AUT_BATCH_ADMIN (ensure role profile is generated).
Before starting the playback, Testimony will verify the validity and existence of users that
are present as creators of batch jobs in the recording data. If one of these users fails this
check (i.e. because the user doesn’t exist or is not valid), Testimony will use the default
batch job user to execute the batch job. We would suggest configuring the default batch
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user in the General Parameters. The suggested user name is /BTI/AUT_BTC although
this can be changed in the General Parameters.

Enhancement
6 Activation

After transports are deployed to the system the program /BTI/
AUT_ENH_MANAGEMENT must be run before enhancements can be activated for

recording or playback. The program should be run as per the standard selection screen
with test mode not selected. Note this is a one off activity after the first installation

Program

The following parameters should have been completed in the prerequisites, however, these should be
double checked to ensure installation is correct.

# Profile Parameter

1 sapgui/user_scripting

5 sapgui/
user_scripting_per_user

3 sapgui/
user_scripting_set_readonly

4 login/
disable_password_logon
login/

5 g

disable_multi_gui_login

6 rdisp/tm_max_no

7  rdisp/gui_auto_logout

8 rdisp/max_wprun_time

9 abap/buffersize

10 ztta/parameter_area

11 snc/enable

System

Target

Target

Target

Target

Target

Target

Target

Target

Target

Target

Target

Details

This value needs to be TRUE which allows the bots to perform
the playback properly. Only in playback system.

This value needs to be FALSE which allows the bots to perform
the playback properly. Only in playback system.

This value needs to be FALSE which allows the bots to perform
the playback properly. Only in playback system.

This value needs to be 0 which allows the bots to login to the
playback system. Only in playback system.

This value needs to be 0 this allows multiple logons. Only in
playback system.

As Testimony will be logging on with the user load from the
source (which could be production) this should be the source
setting +50% Only in playback system.

This value needs to be 0. This ensures that the bots and their
logged on users cannot be automatically logged off by the user
due to time-limits (for example, if the playback is paused or
other issues arise)

Ensure this value is at least the value set in the production
system

Ensure this value is at least the value set in the production
system

This value needs to be at least 64000. The value checked can
be adjusted by changing PLAYBACK_PARAM_AREA in the
General Parameters. Only in playback system.

This value needs to be 0 this is required where TimeShiftX is
being operated. Only in playback system.

Note that if you have questions on the user scripting actions then the SAP documentation for this is here.
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System Copies
While for the first few playbacks there won’t be any need to copy the source system to the target system,
when progressing to copying the source system to the target then you should adjust your current system

copy process considering the steps documented here.
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6.3.1. System Refresh Steps

Below are the steps that should be completed when refreshing the target system from the source system
to prepare it for playback. Care should be taken to review these steps against the steps already
documented for refreshing systems in the current landscape. Each organisation should create its own list
of refresh steps considering the recommended steps for Testimony as below.

Note that some steps are only required if changing the time of the system which is recommended with
TimeShiftX.

o =

If upgrading the target system it is important that the recording enhancements are
deactivated on the target using program /BTI/AUT_DEACT_ENH via SE38 on the copied
system

=

If the target system is a brand new SAP system ensure that you request the license key
from SAP for the period you recorded, otherwise time travelling may not be possible.

=

Retain the same Client Number (MANDT) between Source and Target

* Note that parameters should be changed on each app server

# Description Required Notes
Activate recording on the
1 Yes
source system
5 Put the source database Yes For details of how to coordinate the backup with the start of
into online backup mode the recording, see the documentation here.
Perform a full database
3  copy of the source Yes

database

Once source database copy
4 is complete, deactivate Yes
online backup mode

Note the exact timing of the
copy so that the transfer to

S . _ Yes
repository step can use this

date and time

Setup SAP target system
(system profiles etc)
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10

11

12

13

14

15

16

17

18

19

20

Optionally setup the target
system in a “ring-fenced”
network

Install TimeShiftX onto
application and database
server(s) on the target
system

Ensure batch jobs are
deactivated when target
SAP system is started
(profile setting)

Start-up SAP target
database and app server(s)

Disable/deactivate
recording enhancements on
the target using program
/BTI/AUT_DEACT_ENH via
SE38 on the copied system

Check parameter sapgui/
user_scripting

Check parameter sapgui/
user_scripting_per_user

Check parameter sapgui/
user_scripting_set_readonly

Check parameter login/
disable_password_logon

Check parameter login/

disable_multi_gui_login

Check parameter rdisp/
tm_max_no

Check parameter rdisp/
gui_auto_logout

Check parameter rdisp/
max_wprun_time

Check parameter abap/
buffersize

Optional

TimeShiftX
Only

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes
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The recommended option is to run btctrns1 (in SE38) to set
all batch jobs to Released/Suspended mode, and then go
and delete them all from SM37. Only exception should be
the event-dependent RDD* jobs, as without these the
transports for the release (line 24) won’t work.

If you are upgrading your system ensure you run this
program before starting the upgrade process

This value needs to be TRUE which allows the bots to
perform the playback properly. Only in playback system.

This value needs to be FALSE which allows the bots to
perform the playback properly. Only in playback system.

This value needs to be FALSE which allows the bots to
perform the playback properly. Only in playback system.

This value needs to be 0 which allows the bots to login to
the playback system. Only in playback system.

This value needs to be 0 this allows multiple logons. Only in
playback system.

As Testimony will be logging on with the user load from the
source (which could be production) this should be the
source setting +50% Only in playback system.

This value needs to be 0. This ensures that the bots and
their logged on users cannot be automatically logged off by
the user due to time-limits (for example, if the playback is
paused or other issues arise)

Ensure this value is at least the value set in the production
system

Ensure this value is at least the value set in the production
system
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21

22

23

24

25

26

27

28

Check parameter ztta/
parameter_area

Check parameter snc/
enable

Run post-processing steps
such as RFC destination re-
pointing, file system re-
pointing, printer re-pointing
etc.

Do not delete/remove
source SAP users from the
target system

Optionally run BDLS if
system ID is to be renamed
(e.g. PRD to QA1)

Optionally use Basis
Technologies System Copy
GT if BDLS takes quite a
long time

Deploy changes that form
the release being tested
(e.g., transport requests or
perform upgrade) to target
system

Deploy Testimony playback
enhancement transport to
target system

9 Ensure Target RFC User

exists

Yes
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This value needs to be at least 64000. The value checked
can be adjusted by changing PLAYBACK_PARAM_AREA in
the General Parameters. Only in playback system.

TimeShiftX This value needs to be 0 this is required where TimeShiftX is

Only

Yes

Yes

Optional

Optional

Yes

Optional

Yes

being operated. Only in playback system.

Testimony requires the users from the source system to
playback correctly

If the Testimony playback enhancements transport was not
applied to the source system you will need to apply that
transport here

Ensure a system user with the role /BTI/
AUT_TARGET_RFC (ensure profile role is generated) This
user is for the RFC destination defined in the central system.

While setting up bots for the first time you should also use
the role /BTI/AUT_BOT_SIMULATION This is an optional
Role that is only required for the BOT Simulation Program.
This role provides auths for creating Users, assigning Roles
to Users and Deleting Users, which is required during the
Bot Simulation and can be removed after the simulation is
complete.

Checking the RFC setup with the user at this point is
best practice.
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30

31

32

33

34

35

36

37

Ensure Meta Data RFC

Yes
User exists
Ensure Batch Job User is
Yes
correct
Set the workflow batch
, Yes
user’'s password
Disable Personas Optional
Take a backup of the target
Yes
system
Check the SAP system for  TimeShiftX
time inconsistencies Only
Check current time travel TimeShiftX
status Only
Required if the SAP HANA
version is HANA 2.0 SP04 ) )
] TimeShiftX
or lower and Multi Tenant
Only

database is used. Run the
SQL commands
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Ensure a system user with the role /BTI/
AUT_NCO_METADATA_ACCESS (ensure profile role is
generated) This user is for playing back RFCs and collecting
the meta data to ensure that they operate correctly the
suggested user name is /BTI/AUT_RFM although this can
be changed in the General Parameters.

Before starting the playback, Testimony will verify the
validity and existence of users that are present as creators
of batch jobs in the recording data. If one of these users fails
this check (i.e. because the user doesn’t exist or is not
valid), Testimony will use this user to execute the batch job,
we would suggest configuring the default batch user in the
General Parameters. The user name defaulted into the
general parameters is /BTI/AUT_BTC

Use the transaction SWU3 to set the RFC workflow user
(WF-BATCH) to the Testimony password as set in the
general parameters under the CHECK_DEFAULT_PWD
parameter.

At present, the use of Personas is not supported by
Testimony. The main reason for this is that with Personas, a
lot of processing happens on the front end, and Testimony,
as a tool which records at the back end, cannot capture this
information.

In order to disable Personas for the playback, in the target
system go to transaction /n/personas/settings and add the
following entry: DISABLE_WEBGUI = X.

It is recommended to take a backup as this means the target
system can be easily restored back to this state for a second
run which means if anything goes wrong the system can be
quickly restored and a second playback run, without having
to repeat all of the above steps again.

Use the program RSDBTIME via transaction SE38 to check
time inconsistencies between the SAP servers

Use the TimeShiftX command “tsx list” to check the current
time travel status of your system this will avoid running
multiple TimeShiftX commands which might lead to
unexpected times on systems and might cause systems to
shutdown.

Run the following SQL commands in HANA Studio on the
System database (Multi Tenant database)

ALTER SYSTEM ALTER CONFIGURATION
(‘nameserver.ini’, ‘SYSTEM’ ) SET (‘delta’,
‘preallocated_nodebuffers’) = ‘1” WITH RECONFIGURE
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38

39

40

41

42

43

44

45

46

If running HANA 2.0 SP4 or
lower only. Run the SQL
commands

If running a SAP HANA
database server set the
environment variable
HDB_TIMER=system

Shut-down SAP target
system Application Servers

Shut-down SAP target
system Database Servers

Setup virtual clock for the
ADM users in TimeShiftX
on both the target database
and app servers

Ensure TimeShiftX virtual
clock is set close to start of
recording time just before
playback commences

Start SAP target system
Database Servers

Start SAP target system
Application Servers

Check the SAP system time

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only

TimeShiftX
Only
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ALTER SYSTEM ALTER CONFIGURATION
(‘indexserver.ini’, ‘'SYSTEM’ ) SET (‘delta’,
‘preallocated_nodebuffers’) = ‘1" WITH RECONFIGURE

Run the following SQL commands in HANA Studio on the
Tenant database

ALTER SYSTEM ALTER CONFIGURATION
(‘indexserver.ini’, ‘SYSTEM’ ) SET (‘delta’,
‘preallocated_nodebuffers’) = ‘1” WITH RECONFIGURE

It is recommended to use the offset option rather than set a
specific time to make life easier for multiple app servers.

It is recommended to slow time down to ensure that there is
time in case there is a delay starting playback or playback is
slower than expected, time can be sped up if the midnight
boundary is imminent or Testimony will pause and wait.

Use the program RSDBTIME via transaction SE38 to check
the time and check for any inconsistencies between the SAP
servers

Page 28 of 100



Basis Technologies

Testimony - Installation and Setup Guide - 2.70_en

6.4. Bot Setup

After completing the preparation and installation activities on the Central system, the bots can now be

configured.

The following sections will take you through the bot setup

» |nstalling the Bot

» Config File Maintenance

+ SAP GUI Configuration

» Bot Testimony Setup

There is also a section for trouble shooting should you still have issues.

Note the Bot machine requirements and architecture below.

Remote Desktop/Virtual Machine Requirements for the Bot

Operating
system

Authorizations
Network
access

SAP Software

BOT software

Other
Software

RAM
CPU
Disk
User sessions

Windows
Updates

Notes

64-bit Windows System (Windows 10, Server 2016, Server 2019)

Windows administrative access for setup

Access to the Central and Target systems (Latency should be less than 8ms)

SAP GUI 7.60 patch 4 required (lower levels have memory leaks that will impact
performance)

As supplied by BTI, Save the executable in a directory on a local drive. (e.g. C:\BTI_BOT\)

Windows .Net (usually installed with Windows 10, Server 2016/19 ), MS Office, Web
Browser, PDF Viewer

4+ GB

2+ GHz dual core

50 GB free space

Expected around 50 to 100 active user sessions

Automatic windows updates should be disabled on bot machines as this can result in the
machines being updated while bots are running which will cause significant issues for a
playback.

Must have network connectivity to Central and Target systems

The Testimony bot architecture is shown in the diagram below. You can have many physical or virtual
desktop machines each running one bot, with each bot launching multiple SAP user sessions. Each bot
can handle around 90 concurrent SAP user sessions. Note you will also require one worker
(background) job to run each bot.
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6.4.1. Installing the Bot

Installing the Bot

A link to the bot software should have already been supplied so you can simply download the folder on
to the machine where you want to install the bot. The contents should be as per the example below:

The config file can now be maintained as per the Config File Maintenance section.

Example Screen-shot

(=] x

| 44 [ Search Testimony Bot PSM o

| File Edit View Tools Help

Organize Extract all files =« [ @
Y Favorites Name Type Compressed size Password ...  Size

Bl Desktop w7 AutExternalAgent.exe Application 40KB Mo

& Downloads =] configxml AML Document 1KE Mo

1] Recent Places | dev_nco_rfclog Text Document 0KB Mo

| dev_nco_rfcldi2.log Text Document OKE Mo

4 Libraries | libicudecnumber.dl| Application extension 20KB Mo

|_:?I Documents | rscpdn.dil Application extension 1,222KE Mo

J‘ Music %) sapnco.dil Application extension 196 KB Mo

= Pictures %/ sapnco_utils.dll Application extension 2014KE Mo

Gl Scratch

B8 videos
1M Computer
€l Network

] [ r
’ g items

* Because SAPGUI needs to know the location of the bot executable (see here) it is
important that you don’t create “version-specific” folders for the bot software. Instead,
create a central folder on each local machine for the bot software. When upgrading the
bot software, if you want to keep the old version then you can copy it to another folder
before upgrading the files in the central folder.

Setup for Internet Explorer

The following setup is required to ensure that the bot is trusted in Internet Explorer with the settings
required as below:

1. Gointo IE, go to Settings -> Internet options
2. Go to Security tab
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Trusted Sites

Click on Sites

Untick checkbox “Require https for this zone”

Add new entry “about:security_saplogon.exe”

Add new entry “about:security_AutExternalAgent.exe”

No ok
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6.4.2. Config File Maintenance

When installing for the first time or changing the Central system where Testimony is operating, each
bot’s main config file will need to be updated.

To build the config file that allows the Bot to connect to the SAP central system where Testimony is
deployed, most of the information will be on the sap logon pad but you will also require the bot user’s
logon and password and the client where Testimony is being operated from. Please note there is a
separate section here for Config file specialisations for example for Central systems with multiple app
servers.

The regular elements for the bot is as below:

Tag Element

ID The system ID of the central system
Instance Number  The instance number of the central system
Application Server The app server for the central system

SAProuter String  If one exists for the central system

User The sap user name of the bot user setup on the central system
Password The password for the bot user

Client The client of the central system where Testimony is deployed
Gateway Host The same as the application sever above

Gateway Service sapgw + the the instance number (example sapgw00)

To access the config file go to the bot folder as below and right click on the config file selecting the
option to edit.
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R=HLCN
—_— — -
®¢”L » Testimony Bot PSM - | 4, N Search Testimony Bot PSM ke e |
File Edit View Tools Help
Organize ¥ ) Open ~ New folder - 0 @
1'( Ernies Name ° Date modified Type Size
Bl Desktop [ AutExternalAgent.exe 19/02/2018 10:40 Application 91 KB
8 Downloads |2 configaxml 19/02/2018 11:15 XML Docurment 1KB
i:ﬂ Recent Places | dev_nco_rfclog 20/02/2018 09:04 Text Document 0 KB
f || dev_nco_rfcl472.log 20/02/2018 09:04 Text Document 0KB
- Libraries %) libicudecnumber.dil 19/02/2018 10:47 Application extens... 51 KB
3 Documents |_', output_20180220100824. bt 20/02/2018 11:22 Text Document 1KB
| J’ Music | output_20180220114525 txt 20/02/2018 11:45 Text Document 0 KB
&=/ Pictures %] rscpdn.dil 19/02/2018 10:46 Application extens... 3,295 KB
il Scratch %] sapnco.dil 19/02/2018 10:46 Application extens... 500 KB
B videos %] sapnco_utils.dll 19/02/2018 10:46 Application extens... 5,535 KB

' Computer

| €l Network

Date modified: 19/02/2018 11:15
Size: 556 bytes

| @) configxml
XML Document

Date created: 19/02/2018 10:42

The config file should appear as below:

<?xml version="1.0" encoding="UTF-8"?>

- <ExternalAgentConfiguration xmins:xsd="http:/ /www.w3.0org/2001 /XMLSchema" xmlins:xsi="http://www.w3.org/2001/XMLSchema-instance">

<ID=>DS0</ID>
<InstanceNumber>00</InstanceNumber>
<ApplicationServer/>
<SAPRouterString/>
<lLanguage>EN</Language>
<User>BOT_USER</User>
<Password>password </Password=
<Client>100</Client>
<GatewayHost/>
<GatewayService>sapgw00=/GatewayService>
</ExternalAgentConfiguration=
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6.4.2.1. Config File Specialisations

Config File — Specialisations

SAP GUI Location

The bot may be running in an environment where SAP’s SAPGui.exe files are not in the standard

location. The logfile on startup will report it as:

115:18:55.8677] |success] Configuration file read: config.xml

[15:18:55.8677] [error] Failed to setup environment variables: SAP GUI directory not found ("%ProgramFiles(x86)%
\SAP\Fr‘ontEnd\SAPGui"}|

A new entry in the config.xml will allow an alternative path to be specified.
<SAPGuiPath>C:\Programme\SAP\FrontEnd\SapGui</SAPGuiPath>

Passwords

If your organisation’s internal policy will not allow the password to be saved into the config file then you
can remove the line below in the config file and this will prompt the password to be entered each time
the Bot is started.

<Password>password</Password>

Message Server and logon Groups

If the central system uses a message server and logon group then the config file can be updated with
these three elements below:

<MessageServerService>MessageServer</MessageServerService>
<MessageServerHost>MessageServerHost</MessageServerHost>

<LogonGroup>LogonGroup</LogonGroup>

sapmsS6A 3656/tcp

...emptyline...

NOTE: Make sure there is a proper ‘empty line’ at the end of the services file. A Carriage Return will
create it.

* Note if you use the Message Server and logon group the Gateway Host and Service
below must be removed

<GatewayHost>GatewayHost</GatewayHost>

<GatewayService>sapgwxx</GatewayService>
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6.4.3. SAP GUI Configuration

On each remote machine where the bot is installed the SAP GUI needs to be configured.

! Please note that SAP GUI configuration is user-specific and so each Testimony
administrator who will be starting the bots for playbacks will need to perform these steps.

On the desktop/remote desktop launch the program SAP GUI Configuration. Note that this is a
separate program and is not run through the SAP logon pad.

Some organisations have deleted the short cut to the program, so the application name is
sapsettingshow and is usually under the file path \Program Files (x86)\SAP\FrontEnd\SAPgui

Five parts of the SAP GUI setup need to be changed.

1. Default Theme

Please ensure that the default theme is selected in the configuration as “Blue Crystal”.

SAP GUI Options X

-
Theme: Blue Crystal Theme
Blue Crystal Theme
~ 4 Visual Desig Corbu Theme
+ [ Theme|SAP Signature Theme
) Font sEnjoy Theme
- ~System Dependent Theme
* [B Brandin|Streamiine Theme
« [B color 5{Tradeshow Theme
- B Applica Classic Theme
> [0 Interaction Design
> [ Accessibility & Scripting
> [ Multiingual Settings

Search:

ounn 90 ew

> [0 Local Data 2
> [ Traces '
> [ Security Blue Crystal is based on the same interaction design and UI controls as Corbu, but uses different
> [ SAP Logon Options colors: the background texture has a stroke pattern in white and light blue with a gradient layer.

> 1 Front End Print
* [ system Information V' Activate animated focus

Accept SAP Fiori visual theme

ok || el | | ampl Help Restore Defaults |
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2. Visual Design

! Please note if upgrading you must delete the old application and then recreate the new
one.

To enable the bot to take screenshot correctly, open the “Visual Design’ folder and select ‘Applications’,
then press the add button.

SAP GUI Options

Theme: [sAP Signature Theme - Search:

~ = Visual Design | Expert Option |
* [B Theme Preview/Settings
. Font Settings
* B Branding
+ [E) Define Custom Colors
u @ Color Settings
* [[E). Application
+ [ Interaction Design
¥ [F Accessibility & Scripting
* B Accessibility
+ [8] Scripting
+ [ Multiingual Settings
» [ Local Data
b B8 Traces Add ] [ Remove
» [ Security
+ 71 SAP Logon Options
* [3 Front End Print
. System Information

Enable SAP GUI visual theme for listed applications that support this feature (for
example: host application for SAP GUI Scripting Engine).

QK J l Cancel I [ Apply I l Help Restore Defaults

Navigate to the Bot folder and select the AutExternalAgent.exe application. The application will be added
to the SAP GUI
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P Open p—— P [
(jC)‘T"| . v Testimony Bot P5M - | +3 |\ Search Testimony Bot PSM ol
Organize = MNew folder =+ [ @

T —— MName . Date modified Type
Bl Desktop E] AutExternalAgent.exe 19/02/2018 10:40 Application
4 Downloads

“Zl Recent Places

m

= Libraries
FEI Documents
o' Music
[ Pictures
(@] Seratch
ﬂ Videos

1™ Computer ~

File name:  AutBxternalfgent.exe

SAP GUI Options

Theme: SAP Signature Theme

|
b

~ | ExecFiles (“exe) -|

(oo 1) [ ome |

Search: |

* [ Visual Design
* [E) Theme Preview/Settings
« [¥) Font Settings
« [ Branding
* [2] Define Custom Colors
= [B) color Settings
* [£) Applications

v [ Interaction Design

™ [E&= Accessibility & Scripting

* B Accesshiity
* [ Scripting

v [ Multlingual Settings

* [ Local Data

+ [ Traces

¢ [ Security

* 2 SAP Logon Options

* [ Front End Print

+ B System Information

| Expert Option

W AutExternalagent

e =
Add l

example: host application for SAP GUI Scripting Engine).

E Enable SAP GUI visual theme for listed applications that support this feature (for

Restore Defaults I
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To allow the bot to operate correctly scripting needs to be enabled open the ‘Accessibility and Scripting’
folder and select ‘Scripting’ as below, ensure scripting is enabled and the other checkboxes are

unchecked.

SAP GUI Options

Theme:

|sap Signature Theme

* [ Visual Design
. Theme Preview/Settings
. Font Settings
- Branding
- Define Custom Colors
. Color Settings
. Applications
¢ [3 Interaction Design
* = Accessibility & Scripting
- Accessibility
.
v [0 Muttilingual Settings
¢+ [ Local Data
v [ Traces
» [ security
* [ SAP Logon Options
* 3 Front End Print
. System Information

- Search: |

Installztion |

[ Scripting is installed |

User Settinas |

[#]Enable scripting

[ |Notify when a script attaches to SAP GUI
[ |Notify when a script opens a connection

[|Show native Microsoft Windows dialogs

Apply ] | Help Restore Defaults

4. SAP History

Please ensure that the SAP GUI History setting (under Options -> Local Data -> History) is turned off.
The playback does not require the bot to have a “history” to popup as it types.
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SAP GUI Options

Theme: |sap Signature Theme - | Search: |

~ =3 visual Design | History Status [
o Theme Preview/Settings
- Font Settings
- Branding |
. Define Custom Colars
) Color Settings Expiry Time [Month(s)]: ’—3";|
. Applications

¥ [J Interaction Design

v [J Accessibility & Scripting

¥ [J Multilingual Settings

~ & Lol Data

- History

. Enable History for Fields Up To [Characters]: 3 g‘
- [3 File Lifetime .

- Local Tab Order Clear History I

3 Traces
3 security Directory for Input History:

(3 5AP Logon Options [ C:\Users\ Tim\AppData\Roaming\SAP\SAP GUI\History I
(3 Front End Print
Systemn Information

(=) Off on O Immediately

History Settings [

Maximum Permitted File Size [MB]: 10 g‘

Maxirmum Murnber of Entries: 2 g‘

- v w w

oK I \ Cancel J | Apply | I Help Restore Defaults

5. Security

To prevent unexpected popups open the ‘Security’ folder and select ‘Security Settings’ as below and
press ‘Open Security Configuration’.
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SAP GUI Options

Theme: |5ap Signature Theme - Search: |

* &1 Visual Design | Security Module |
. Theme Preview)/Settings
. Font Settings
* Branding I Dpen Security Configuration
. Define Custom Colors
. Colar Settings
. Applications

(3 Interaction Design Default Action: [Alow

[ Accessibility & Scripting

(3 Multiingual Settings

(7 Local Data Administrator Rules (Total/Disabled): [267 /0

(3 Traces _ |
€3 security User Rules (Total/Disabled): 42/0

:
¥ [ 5AP Logon Options
* [ Front End Print
System Information

Status: | customized bl

| Security Rule Status |

SAP Rules: [ 457

{ v v v v =

oK J I Cancel J | Apply | \ Help Restore Defaults

Ensure the ‘Default Action’ is set to ‘Allow’” as below:
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[E Security Configuration

Status: [ customized |
I+ 31
Defautt Action: v
L= =1

| Security Rules

| | Filter | | Search

[v|Hide SAP Rules [¥|Hide Administrator Rules
Prio... = Object Type Access Types Action | State Ori —
1724 C:/Users/ Tim/Desktop/ Directory Write Cont... Enabled User ~
1725 c:/ Directory Write Cont... Enabled User
1726 C:/Users/ Tim/Desktop/ Directory Write Cont... Enabled User
B 727 C:/Users/ Tim/Desktop/0020537154 MD2 Archive IDOC File: Read Cont... Enabled User
(1728 C:/TRANS/ Directory Write Cont... Enabled User
£ 729  C/TRANS/K900022.BTI File Read Cont... Enabled User
2 730 C:/TRANS/RO00022.BTI File Read Cont... Enabled User
731 C:/Users/ Tim/Desktop/ Directory Write Cont... Enabled User
1732 C:/ TRANS/ Directory Write Cont... Enabled User
B 733 C:/Users/ Tim/Desktop/002020015% 550 Testimony File Read Cont... Enabled User
B 734 C:/Users/ Tim/Desktop/0020187664 PSE Testimony File Read Cont... Enabled User
B 735 http://docs.basistechnologies.com/testimony-user-quide/...  File Execute Cont... Enabled User
B 736  C:fUsers/Tim/Desktop/0020187664 PRE Testimony File: Read Cont... Enabled User
(1737 C:/Users/ Tim/Desktop/Mew folder/ Directory Write Cont... Enabled User
(1738  C:/TRANS/ Directory Write Cont... Enabled User
B 739  C:fUsers/Tim/Desktop/0020187664 PRE Testimony File Read Cont... Enabled User
1740 C:/Users/ Tim/Documents/SAP/SAP GUI/ Directory Write Cont... Enabled User
2741 C:/Users/ Tim/Documents/SAP/SAP GUI/.06C371FA7EAFL... File Execute Cont... Enabled User
B 742 C:/Users/ Tim/Documents/SAP/SAP GUI/.06C371FATE4FL... File Execute Cont... Enabled User
[ N, - [— r— . o e o metml = e e m m—— p—y —_ - - - - o . ..
4 4

l Insert J ‘ Viewr | | Delete | Increase Priority ‘ | Decrease Priority |
o J[ om [ o ]
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6.4.4. Bot Testimony Setup

Steps to setup the Bot in Testimony

1) In the central system, execute transaction /N/BTI/AUT, navigate to the ‘Execution’ tray and select
‘Supporting Infrastructure’. Click the create button to add a new bot.

E system  Heb

@ v| « aae T8 @B
Testimony
)
Information
CONTEXT = . .
)| Additional systems must be setup in order to support the plybadk process. You must define which “drone” machines your
5 Plan i ) Test Pen will leverage and instal and run the execution (Drone) agent upon thess systems the status of which & vishhle hera.
Tast QR3|v || 4 ] 1
Additional Systems
- Configuration ]
= < —
 recong | B D2 EERE
¥ Regostory Additional Supporting Systems
E Execution | Typ Sys Type Sts Agent Status System ID Tenminal I [Hiost: Lsar I 1P Address Regsterad Hame 05 Op. System Loc Locat
¥ Playback Bot :Rﬂd'f :l’tﬂhmw Bot 1 STRLT-025617 110.2.223.78 AUT_DROME_0001  £¢ Windows 7 i on-p
Execution
Lnk Type
L Agent Install Status
= Enhancement Setup
& Execution Queue
1] Supporting Infrastructure
2ob Manager
o1 Coversge Anabvsks

2) Fill in the details for the desktop/remote desktop. Give the Bot a unique ID and a correct description in

the short text. The Hostname is the name of the desktop/remote desktop. Case-sensitivity is important
and must be maintained. The IP address is the IP for the desktop/remote desktop.
The system type, operating system and machine location can also be added.
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c Creation of 3 new system

Identification -
#1 Unigue System ID 0002
Gee System short text | Test Bot 22
Configuration
Bl Hostname 'HOSTNAME |
% IP Address f1.1.11.11 |
& Host Username ' |
{#: Bot Instance Mum -
System type | Playback Bot vl
4% Operating System [ Windows 10 -
. i i [ '_=
(] Machine Location L _|'
Change log
. — . -
f. Creation user & Modification user -
. - -~ I I 1 . - - - I 1r 1

The Bot will appear in the ‘Supporting Infrastructure’ as below:

B symem el '

< | « aae 0 e

Testimony
)
Information
CONTEXT = i N )
Addiional systems must be setup in order to support the pbyback process. You must define which “drone™ machines your
& Pan % Tast Plan wil laverage and instal and run the execution [Drone) agent upan these systems the status of which i visble hare.
Test gra [~ L)
Addronal Systems
(88 Overvew | O comene Yo pn |
2 Configuration |
% Recording | B D2 @ (=)
& |  Additional Supporting Systems
& Exeoution | Tye Sys Tyoe 5ts Agent Status System ID Terrminal 1D Host: Uisas ID [P Address Registered Hame 05 Op. System Loc Locat
& Plyback Bot ¢ Inactive  Testimony Bot 1 STRLTA025617 1 10.2.223.78 A7 Windows 7 I oa-p
Execution . f PlaybackBot & | Test Bot 22 |HOSTHAME T L X windows 10 [ onp
LLink Type
L Agent Install Status
i Enhancement Setup
B Execution Queue
i Suvoorting Intrastructurs
£ lob Manager
[ Coverage Anahysis
ﬁm“ ] 4 r LI
arepong |
e Utities |
Baot definfion successfully created ;__,q- APy @ PSM (1) 500 ¥ | wewsap09 | INS o
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6.4.4.1. Checking Bot Setup

Steps to check the Correct Setup of the Bot in Testimony

1)To launch the bot simply go to the folder where the bot executable files are stored on the desktop/
remote desktop and double-click the AutExternalAgent.exe application. The bot should launch and

provide the details as below:

‘H |. » Testimony Bot PSM

File Edt View Tools Help

Organize » [= open MNew folder
W Favorites Narne
Bl Desktop =] AutExternalAgent.exe

8 Downloads = conﬁg_nnl
. Recent Places L_| dev nco_rfclog

. dev_nco_rfcl472.l0g

A Libraries | libicudecnumber.dil
& Documents | output_20180220100824. bt
o Music &) rscpdnadil
= Pictures 5 sapnco.dil
@) Serateh %, sapnco_utils.dil
B videos
% Computer
€l Network

. | AutExternalAgent.exe Date modified: 19/02/2018 10:40

Application Size: 905 KB

Date modified
19/02/2018 10:40
19/02/2018 11:15

2/2018 03:04

2/2018 09:04
19/02/2018 10:47
0272018 10:08

02/2018 10:46

19/02/2018 10:46
9

Application
XML Document
Text Document

Text Document

Application extens...

Text Document

Application extens...
Application extens...

Application extens...

Date created: 04/02/2018 20:34

91 KB
1KE
DKE
OKE

51 KB
0KB

3295 KB
500 KE
5535KB

ESRECE T X
. 2
>~ 0 @
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Externa
[18:88:
[18:88:
[18:88:
[18:88:
[18:88:
[18:88:

i | C\Users\admmiliegus\Desktop\Testimony Bot PSM\AutExternalAgent.exe e

Basis Technologies Testimony

Agent <(Build B8.39. 6539 37829>

4.7185]
4.9285]
4.22851]
4.22851
4.9485]
4.2685]

[infol Retrieving the program ID from the central system
[success] Program ID received: AUT_DRONE_A8@1

[debug] Screenshots enabled

[debug] Registration count: 2

[debug] Starting RFC server...

[debug]l RFC server startup complete

2)Execute Testimony transaction /N/BTI/AUT in SAP GUI. Navigate to the ‘Execution’ tray and select
‘Supporting Infrastructure’ and the Bot should have a status of ‘Ready’

Testimony

CONTEXT
& Plan

Test ofa v e | [

| 2 Ovenview
1 Configuration
:'o, Racording
_ Repositany
= Execution
Execution

Link Typa

Anent Install Status

=l Enhancemsent Setup
& Execution Queus

ol Supporting Infrastructuse

@ Job Manager
Coverage Anabesis

P o
Information

1| Additional systems must be sebup n ordar to support the plyback peog
E 3 Taest Plan will everage and instal and run the exest

Addtional Systems
|| Current Test Pln
B[O =) T =]
Additional Supporting Systems

Typ Svs Type St Agent Status System B

< Playback Bot | [0 Ready

Terminal ID
Testinony Bok 1 STRELT-023617 1 10.2.233.78

Higst Uisar D P Address Regisherad Nama Q5 Op, System

AUT_DROME_OOD1 2 Windows 7

=FE

Lot Lot
L On-p




Basis Technologies Testimony - Installation and Setup Guide - 2.70_en

6.4.5. Trouble Shooting

When trouble shooting issues with the bots please consider the following, most important is to check the
logs and see if you can solve the issue through the details provided there.

If you are considering raising a support ticket the process is here and please attach the bot log.

+ Botlogs
+ SAP Gateway
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If a bot is failing to connect or has an issue after being executed then make sure to check the logs. A log
is stored for each run of the bot. Select the output file with the correct date and time for your error.

R=aa=
- - e &
O(j | I ¥ Testimony Bot PSM - | 4y ]'l Search Testimony Bot PSM 2 I
file Edt View Took Help -
Organize E Open « Print New folder = » [ 9
Y Favorites Mame : Date modified Type Size
Bl Deskiop [27 AutExternalAgent.exe 19/02/2018 10:40 Application 91 KB
& Downloads & configaml 20/02/2018 11:57 XML Document 1KE
| Recent Places | dev_nco_rfclog 20/02/2018 11:57 Text Document SKB
|| dev_nco_rfcld72.log 20/02/2018 09:04 Text Document 0KE
4 Libraries %, libicudecnumber.dil 19/02/2018 10:47 Application extens... 51 KB
=) Documents . output_20180220100824. bt 20/02/2018 11:22 Text Docurnent 1KB
@ Music | output_20180220114525 txt 20/02/2018 11:57 Text Document 1KE
[ Pictures | output_20180220115728 et 20/02/2018 11:57 Text Document 3KE
i) Seratch %) rscpdn.dil 19/02/2018 10:46 Application extens... 3,295 KB
B videos &) sapnee.dil 19/02/2018 10:46 Application extens... 500 KB
%, sapnco_utils.dll 19/02/2018 10:46 Application extens... 5535KB
'8 Computer
€l Network

B output_20180220115728.txt Date modified: 20/02/2018 11:57

Text Document Size: 262 KB

Date created: 20/02/2018 11:57
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6.4.5.1.1. Name and Password

If the output log states that the name and password are incorrect please double check these details in
the bot config file, see here for maintaining the bot confg file.

7 output 0160220115728 5 - Notepad s S . s - 3 [FSSEN=-)
File Edit Format View Help

[11:57:29.2215] [error] Severe error during startup: SAP.Mmidd]leware.Connector.RfcLogonException: Name or password 1s incorrect (repeat logon) ---> .
at SAP.M1idd]eware. Connector ., RfcConnection. ThrowRFcErrormsg()

at 5ap.Middleware.Connector, RfcConnection. ReadBytes (Byte* buffer, Int32 count)

at SAp.Midd)eware.Connector.RfcConnection, ReadrFcIDBegin{Int 324 1tngth

at sap.Midd)eware.connector.rfcconnection, ReadupTo(RFCGET readstate, RfcFunction function, RFCID torid)

at sap.Middleware.connector.rfcconnection. Rfcreceive(RfeFunction function)

at sap,midd)eware, Connector , RFcConnection, Connectasclient (RFcpestination destination, Boolean formrepository)

=== End of inner exception stack trace ---

at 5ap.midd]eware.Connector. RfcConnection, ConnectasClient (Rfcoestination destination, Boolean forrepository)

at 5ap.Middleware.Connector.RfcConnectionPool. . cror (Rfcpestination destination, Beoolean forRepositoryCalls

at Sap.middleware.Connector.RfcConnectionPool. GetPool (RfcDestination destination, Boolean forRepository, Boolean create)

at 5Ap.Midd)eware.Connector.RfcDestination. GetClient (Boolean forRepository)

at sap.middleware. Connector, RfcDestination. sexattributevalues (Rfcsystemattributes attribs)

at sap,middleware, Connector, Rfcoestination, get_systemattributes()

ar sap.Middleware.Connector.Rfcrepository. Getrepositoryroroestination(rfcoestination destination)

at sar.nidduwart.coanec:or.nfcoest‘-na:ion.aet.ﬂews‘i:aryo

at AutiExternalagent.ControllerSystem, , ctor (RfcDestination destination)

at autiExternalAgent.Program.Main(stri

B error at SAP. eware, Connector, RfcConnection. Connectasc lient (Rfcoestination destination, Boolean forrepository)
at s5ap.Middleware, Connector, Rf cConnectionPoal. . ctor (RfcDestination destination, Boolean formepositoryCalls)

at sap.Middleware.Connector, RfcConnectionPool. GetPool (RfcDestination destination, Boolean forrepository, Boolean create)

at Sap.middleware.Connector, RfcDestination. Gexclient (Boolean forrepositary

at 5ap.Middleware.Connector.Rfcpestination. Serattributevalues(RfcSystemattributes attribs)

at Sap.Midd)eware. Connector. RfcDestination. get_Systemattributes()

at 5Ap.Midd)eware.Connector.RfcRepository. GetRepositoryForDestination{rRfcbestination destination)

at sap.middleware. connector, Rfcpestination. get_Repository()

at autexternalagent,.controllersystem, , ctor (Rfcpestination destination)

at autexternalagent.program.main(string(] args)
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6.4.5.1.2. Bot Appears Inactive

If the bot is active on the bot machine and the output logs look correct, however, the bot does not appear
active on the Central system check if the central system has multiple app servers as the config file will
need to be updated for a system using a message server to load balance, see here for maintaining the
bot confg file.

In this case the config file will need to be updated with these three elements below:

<MessageServerService>MessageServer</MessageServerService>
<MessageServerHost>MessageServerHost</MessageServerHost>

<LogonGroup>LogonGroup</LogonGroup>

* Note if you use the Message Server and logon group the Gateway Host and Service
below must be removed

<GatewayHost>GatewayHost</GatewayHost>

<GatewayService>sapgwxx</GatewayService>
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6.4.5.1.3. SAP GUI Directory Not Found

If the bot log shows the SAP GUI Directory Not Found error below the bot may be running in an
environment where SAP’s SAPGui.exe files are not in the standard location. The output file on startup
will report it as below:

115:18:55.8677] |success] Configuration file read: config.xml
[15:18:55.8677] [error] Failed to setup environment variables: SAP GUI directory not found ("%ProgramFiles(x86)%
\SAP\F:"OHtEnd\SAPGui"ﬂ

A new entry in the config.xml will allow an alternative path to be specified, see here for maintaining the

bot confg file.
<SAPGuiPath>C:\Programme\SAP\FrontEnd\SapGui</SAPGuiPath>
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6.4.5.1.4. Could Not Load file Or Assembly

If the bot log shows a Severe error during startup it could be because the SAP connectors for Microsoft
are missing or not up to date.

The output file on startup will report it as below:

{29298512133826.9975287j i@HBj [B] fer‘ror‘] Severe error during startup: The type initializer for "SAP.Middleware.Connector.RfcConfigParameters’ threw an exception.
[20200512133826.9975287] [0MB] [@] [debug] System.TypelnitializationException: The type initializer for *SAP.Middleware.Connector.RfcConfigParameters® threw an exception.
|———> System.IO.FileNotFoundException: Could not load file or assembly "sapnco_utils.dll’ or one of its dependencies. The specified module could not be found.

The solution is to go to the SAP support page for Microsoft connectors via the link here.

Then download the 32 bit connector from there and run the installer to ensure that the right connectors
are on the bot machine, there is a read me in the folder that you download that you should read an
understand for the installation instructions. Note that the bot runs as 32 bit so it is the 32 bit connector
that is required.

SAP Connector for Microsoft .NET 3.0.22.0 for Windows 32bit (x86),

If you still have issue then raise a support ticket as per the support section.
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6.4.5.2. SAP Gateway

If you are having issues with the bot the SAP Gateway Monitor can also be checked. You can launch this
from Testimony or use transaction SMGW.

If the SAP Gateway is causing an issue the parameter gw/acl_mode should be set to 0 on the central
system and the central system opened up as much as possible, if the bot now connects correctly then
the restriction is the SAP Gateway security settings.

If the gw/acl_mode of the central system cannot be set as 0 the security files will need to be maintained
in the SAP Gateway. The client is responsible for understanding how this is setup on their own SAP
installation and this varies by SAP version, however, essentially this should be set as follows with a
TP=AUT_DRONE* the bots always connect as AUT_DRONE with a suffix as a number to identify
different bots. The other settings should be as wide as possible to allow the bot to connect, if other
restrictions based on the clients network then those should also be configured by the client.

Note that if there are still issues with access through the SAP Gateway then there are links to the SAP
documentation on the SAP Gateway and logging here.

] ] « eace S0 o=

Testimony
)

Informration
COMTEXT T
o) Additional systems must be sabup in order ko support the plyback process. You must defing which “drone”™ machines your
& Pan B3| Test Plan wil leverage and instal and run the execstion (Drone) agent upen these systems the status of which s visblke here.
Test ORI v g ]

Addiional Systers
. Ll cument Testpbn |

[ overvew
[#. configuration

]

= | BOPEEEE
]
]

¥ Repostory Additional Supporting s Gateway
Tym Sys Typa 5t “‘W"’«“J-wr-v-—-}) Terminal D HostUsar | ID 1P Address Regitensd Name |05 0p. System Lac Locat

[ Execution k ! | L .
+ PlaybackBot [ Resdy  Testimony Bot 1 STRLT-025617 110.2.223.78 AUT_DRONE_0001 =7 Windows 7 [ onwp

The external security files as well as the logged on clients can be checked as shown in the example
screen-shots below:
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[5 Lst Edt | Goto | Settings System Help
(V] Logged on Cients h = M SE @™
| RFC Connections
Gateway‘ Active Connections » 2 wswsap09_PSM_00 / Active Connections
. Release Info
e e oG TREE O
| Parameters bk
Trace
Trace Level = ert Functions ad Balance Table Starts : 1
Connections b Lo Clients : 59 { 1000 (Current / Maximum
Memory Cons  ASCS Gateway Monitor Network Addresses teways : 10 / 1000 (Current / Maximum
. Back Host Name Buffer
B nNu_ Local Statistics » | status Symbolic Destination | Con
(S | L
2 |wswsp09 Extemal Security »  Maintan ACL Fies pt> 69
3 wswsap09 jstart WEWSED Stortad B it 755
10 wswsapl9 jstart WEWED 2 .e rograms Display NI-ACL it 48
13 wswsap09.cor  sapgw00 WSWsa Logging Display MI-ACL {S5L) Eug_“ 709
|14  wewsap09.cor  sapaw00 WEWEa List of Conversation IDs Re-Read NI-ACL 00 254
. |23 wswsap09.cor . sapgw00 Wswsa Soft Shutdown Re-Read NI-ACL Globaly 680
| 27 wswsap09.cor sapgwi0 W5WS3 Hard Shutdawn ‘[—mﬂ'rr!rl.'!h TONE B68g
37  wswsap09.cor  sapgw00 WSWsapo — veerws P Connected wswsap09 PSM_00 34€
43  wswsap09.cor  sapgw00 wswsap09.cor_ sapgw00 SMDAGENT_P  Connected NONE 34€
47 wswsap09.cor  sapgwil 10.2.19.15 sapdp0l MLIEGUS Connected TESTIMONY_QR3 83
51  wswsap09.cor  sapgw00 wswsap09.cor_ sapgw00 SM_EFWK Connected wswsap09_PSM_00 753
. |56 wswsap09.cor  sapawO0O wswsap09.cor_ sapgw00 SM_EFWK Connected NONE 753
57  wswsap09.cor  sapgw00 10.2.19.15 sapdp01 MLIEGUS Connected TESTIMONY_QR3  68E
28  wswsap09.cor  sapgwi0 wswsap01.cor_ sapdp00 SM_EFWK Connected SM_PR3CLNTS00_ 683
62  wswsap09 jstart wswsap09.cor_ sapgw00 jsmadm Connected UMEBackendConne 646
63  wswsap09.cor  sapaw00 wswsap09.cor_ sapgw00 PZRICHARDSON Connected NONE 755
&4 wswsap09.cor  sapgw00 wswsap09.cor  sapgw00 SM_EFWK Connected NONE 733
68  wswsap09.cor_ sapgw00 wswsap01.cor_ sapdp00 SM_EFWK Connected SM_PR3CLNTS00_ 747
69  wswsap09 jstart wswsap09.cor_ sapgw00 jsmadm Connected <Java Rfc chent> 550
1 |
[ Lst Edt [Goto | Settings System Hep
o EE, =Y o0 0D
E RFC Connections :
Gateway Active Connactions v 2 wswsap09 PSM_00 / Active Connections
|
8 & Release Info BaE ORTE @
Parameters 3
Trace 3
Trace Level = Euncti » Number of Starts : 1
Connections Expert Functions ) Logged on Clients : 58 / 1000 (Current [ Maximum)
Memory Cons  ASCS Gateway Monitor (Current / Maximum) Remote Gateways : 9 / 1000 (Current / Maximum)
Back F3
[ER Mu_ | Local LormammeTroCar TP Name oo amme TP Name User Status Symbolic Destination ConvID | Protocol
10 wswsap09 jstart wswsap09.cor_ sapgw00 dazadm Connected <Java Rfc client> 34830507 Intemal Communi,
__ 12 wswsap09.cor_ sapgw0d wswsap01.cor  sapdp00 SM_EPWK Connected SM_PRICLNTS00__ 70951491 Internal Communi,
14  wswsap09.cor_ sapgw00 wswsap0l.cor  sapdp00 SM_EPWK Connected SM_PR3CLNTS00_ 25424815 Intemal Communi
|16 wswsap09 jstart wswsapd9.cor  sapgwii0 jsmadm Connected <Java Rfc client> 76514859 Intemal Communi
__ 23 wswsap09.cor _ sapgw00 wswsap09.cor _ sapgw00 MLIEGUS Connected MNONE 68024188 Internal Communi_
27 wswsap09.cor__ sapgw00 wswsap09.cor_ sapgw00 MLIEGUS Connected NONE 68816365 Intermnal Communi,
|37 wswsap09.cor,, sapgw00 wswsap09.cor, sapgw00 SMDAGENT_P Connected wswsap09_PSM_00 34677661 Intemal Communi,
| |43 wswsap09.cor_ sapgw00 wswsap09.cor _ sapgw00 SMDAGENT_P_ Connected NONE 34672894 Internal Communi
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6.4.5.2.1. SAP Gateway Documentation

Below are links to the SAP Standard documentation for the SAP Gateway.

Making Security Settings for External Programs is here.

Setting Up Gateway Logging is here.

Evaluating the Log file is here.
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6.5. TimeShiftX

This document details the use of Vornex’s TimeShiftX software with Testimony. It explains the
background to why TimeShiftX is required, as well as the installation of TimeShiftX.

Go through the following steps for installation and depending on the OS being Windows or Linux
following the appropriate section.

» Background
* Windows Install

e Linux Install
+ TimeShiftX Smoke Test
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6.5.1. Background

The goal of a Testimony installation is to record real user transactions executed in a production SAP
system and play them back into a copy of that system. The playback system is based on a backup of the
production system as it was at the start of the recording, thus ensuring that the initial data state of the
playback system matches the data state of production when the recording started. The problems that
occur as a part of this are:

1. It will take some time to create the copy of production and therefore there will be a difference in
the date and time the recording was made and when the playback is actually executed

2. Most production recordings will stretch over at least one “midnight boundary”, i.e., the recording
starts on one day and ends on the next (or a subsequent) day.

Unfortunately, many SAP transactions are date-bound. In other words, the date entered on the screen is
validated against the system date. For example, if Testimony records a financial posting on 1st May, but
the playback is run on 5th May, then the posting transaction will fail in the playback with a “Cannot post
in the past error” as the playback will try to post with the recorded date of 1st May.

In order to solve this problem, one option would be to set the operating system clock at the start of the
playback to the date and time at the start of the recording. However, this is not possible in many cases
because, for example, servers are linked to an NTP server which synchronises the time on all servers in
the estate. As a way around this, use of Testimony includes rights to use Vornex’s TimeShiftX software
to enable the setting of “virtual clocks”. This software allows you to set the date and time (and also clock
speed) for specific operating system users without physically changing the OS clock.

In an SAP environment, you would set virtual clocks for the SAP administration userid and the database
userid. This has the effect of giving the SAP system a different date and time to the underlying operating
system, allowing you to avoid the date-related errors mentioned above.
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6.5.2. Windows Setup — TimeShiftX

To setup TimeShiftX on a Windows OS note you will need the software which comes in a 32 or 64 bit
version then please go follow through the sections below:

* Windows Install — TimeShiftX
* Windows License — TimeShiftX
* Windows Switch On — TimeShiftX

The sections above provide a guide to installing and licensing TimeShiftX. The link to the full Vornex
Manuals for TimeShiftX are found here.
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6.5.2.1. Windows Install — TimeShiftX

To install TimeShiftX on a windows OS please follow the following steps

1. Run the TSX executable. Admin rights are required to install.

2. Click Next
3. Select the top radial button “I accept the terms in the license agreement”.
4. Click Next
Wokoome to The lestalShick] wWieand Tor Larran Agessmant .: l Custtamer Informatian . I
TimaShifen Pleae raad e flireing bt agresmend careflly. P erier piag nfaeain
T mtalzh ke Wi i EVALUATION LICENSE AGREEMENT w 'ﬁ:“""'
THES EVALUATION LICENSE AGREEMENT jthe “Agrorment ), jr— ‘
effoctne m the bug date st forth bekw [t “Effective Dae ), i o e

eniered miv by and berween Varnex] loc, a Caliorsia Cempany
(referred %2 an “LICENSOR” in thin Agrrement) and the party Ested
she signatere Flock beliow (referred ie 3 “LICENSEE | Vou" mdior
“Vour i this Ageemest), and s forh LICENSER's righes and
abbrations  concerrine  fhe e e iy B

& | gerept P w0 The oenee agresmens Pt
1wt i Bt T o ot i it

ARG Tt PR o AT by IR b

< ok Ay | ] <k et | [

5. Enter your user and organization
6. Click Next
7. Click Install
Repaiy to Dvitall thes Program Trestalshibel] Wik rd Commplebed
Thet w6 rstile 10 Do iy = - -
Ok rwiall oo bagn S reislaon, ? - _" L the foliowsg progrem ba | shall softeerr on this . Thae I talihitd ko hae uccmanfialy irnotadnd Tanechift
1Y s e B vt o s ey o v i ballobem e Tloge, i Bek | ik Cori 1n P ok o e
el e mirerd

ciok [ e ] | cae

8. Click Yes if a “User Access Control” dialogue appears
9. Click Finish

Install complete. Note: An OS restart is not needed.
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1. Click Start -> Program Files -> TimeShiftX -> activate

TimeShiftx
T activa

: rehost Help and Support

veelock

Default Programs

L vegul

1 Back

2. Type Y then press Enter
3. Type your 16-digit key then press Enter

" C\Program Files (x86)\Vornex\TimeShiftX\hooks\activate.exe |;|£-_
i .8.8.16.8812

o license for product <

dould you like to activate a license now? [ Enter y for yes 1 y

Activation
vation key: 5555-5555-5555-5555

4. If successful, you will see “Activation Successful”. Press Enter to finish.
a. If behind a firewall, open port 80 and retry key.
b. If unsuccessful, send the server output of ipconfig /all to support@vornexinc.com

C C:\Program Files (x86)\Vornex\TimeShiftX\hooks\activate.exe [=[e x|
Activate version G.B.8.16.8812
| out license
» product <-123

Wwould vou like to activate a license now? | Enter y for wes 1 y

Attempt f ivation
‘nter A ation key: 5555-55L5-G!
ctivatio zessful,. licens

CCCC

Activation Successzful! ] ;5 enter to exit

Note: Do not change the OS system clock as it will break the license.

Licensing complete. Now see the section Windows Switch On — TimeShiftX.
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6.5.2.3. Windows Switch On — TimeShiftX

1) Click Start -> Type Run -> Press Enter -> Type services.msc -> Click OK

EE? Type the name of a program, folder, document, or Intemnet
resource, and Windows will open it for you.

Dpen: | SETVICES.MSE

2) Click Vornex TimeShiftX
3) Click Start
a. If “Start” is missing, open services.msc with admin privileges and try again.

- . - ar - -

File Action View Help
@ D e B » o

ﬁ Services (Loce

Descri...  Status

Vornex TimeShiftX

q Start the service

", W3C Logging Service  Provi...
':%Windmﬁ.udio Mana...

4) After, it will show Running or Started in the Status column.
a. If service fails to start, re-run “activate” and send screenshot to support@vornexinc.com
b. TSX can take up to 15 seconds to fully initialize.

File Action View Help

e @ DGz Bm »euw

ﬁ Services (Loca

Stat
®AVornex TimeShiftx Running

Vornex TimeShiftX Descri..

Stop the SEf"-"iC'-‘? ':.%WEC Logging Service  Provi..
Restart the service i Windows Audio Mana...

Now please check the installation with a smoke test.
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6.5.3. Linux Setup — TimeShiftX

To setup TimeShiftX on a Linux OS note you will need the correct TimeShiftX software for the Linux
version then please go follow through the sections below:

e Linux Install
e Linux License — TimeShiftX

The sections above provide a guide to installing and licensing TimeShiftX. The link to the full Vornex
Manuals for TimeShiftX are found here.
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6.5.3.1. Linux Install — TimeShiftX

1. Untar the tsx build and as root, run our install script in the untarred tsx folder.

tar -xvf tsx-<version>.tar
cd tsx-<version #>
su -

./install.sh

= N W »

N

. Install complete! Now restart any current running apps one time to initially load the TSX library.

Note: You may need to close & reopen your terminal to see the TSX virtual time.

Install complete.

To license the TimeSHiftX software go to the Linux License section.
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6.5.3.2. Linux License — TimeShiftX

1. As a regular non-root user, run the license utility

$ tsxactivate.sh

2. Type Y then press Enter
3. Paste your 16-digit key then press Enter

testerl@linux=-81bs:~

File Edit Wiew Teminal Help
testerl@linux-8lbs:~> tsxactivate.sh
|Error checking out license
Mo license for product (-1)

Would you like to activate this license now? y
Attempting Activation

Enter Activation key: S555-5555-5555-5555]

4. If successful, you will see “Activation Successful”. Press Enter to finish.

a. If behind a firewall, open port 80 and retry key.

b. If unsuccessful, send the server output of the below to support@vornexinc.com
For Linux: # ifconfig -a

testerli@linux-81bs:~

File Edit “iew Terminal Help

testerl@linux-8lbs:~> tsxactivate.sh £
|[Error checking out license
Mo license for product (-1)

Would you like to activate this license now? vy
Attempting Activation

Enter Activation key: 5555-5555-5555-5555
Activation successful, license file written
Checkout of license OK.

Enter =CR> to continue: [

5.Run $ tsx list You should see “ 0 Virtual Clocks set”
a. If you get an error, fix license permissions via the below, then rerun s tsx 1list
$ sudo chmod 644 /etc/tsx/license/al.lic

Note: Do not change the OS system clock as it will break the license.

Now please check the installation with a smoke test.
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6.5.4. TimeShiftX Smoke Test

After installation & licensing, run the below smoke test to ensure TSX is properly setup.

If operating SAP HANA 2.0 SP04 or above please check the details here first.

Identify all the OS user accounts that run the SAP system, the DB, and any OS-level users that facilitate
the operation of the system, such as SIDADM, SAPserviceSID, SMDAgent, etc . Time travel will need to
be activated for these accounts later in the process.

Shutdown both the SAP system app servers and the Database.

Note: replace sidadm with the OS User accounts identified as running the SAP system.

# su - <sid>adm
S tsx set -u <sid>»adm -d -1
S date

The time and date should be one day in the past.

S tsx reset

$ date

The present time and date should be displayed.

If the above shows time travel on / off, TSX is working!

If the above fails, try the below.

a) Open a new shell / connection and re-try smoke test

b) If on Linux, run the below to fix file permissions and re-try smoke test.
$ sudo chmod a+r /etc/ld.so.preload

If after a) & b) the smoke test still fails, email support@vornexinc.com

Otherwise your Smoke Test is complete. TSX is fully setup. Begin time travelling!
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6.5.5. Checking time travel on SAP

The standard SAP program RSDBTIME can be run via SE38 to verify the system time and date on the
different components that make up the SAP system.

This program should be run before and after time travelling to firstly verify there are no time mismatches
on the system before time traveling and secondly after time traveling is started to ensure that the time
travelling is working on all parts of the system.

[ st Edt Goto System  Help

9 ! KE Q@O THEA DDDN T 0%

Time diagnosis

R/3 Time Diagnostic Program on BTI321%

Universal Time Coordinated UTC....: 1583409088

Date and time of database.........: 05.03.2020 11:51:28
Date and Time of R/3-Kernel.......: 05.03.2020 11:51:28
Date and Time of ABAP-Processor...: 05.03.2020 11:51:28
ABAP Timezone SetUP sesescscsassnss 0

Date and Time / localtime ........: 05.03.2020 11:51:28

No Time Inconsistencies detected !

Checking GET EUN TIME from 11:51:2% to 11:51:34 during 00:00:05
GET EUN TIME result ..............: 4,891 809 us

GET RUN TIME time measurement accuracy ok !
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6.5.6. TSX Startup Procedure & Sequence

! This topic is relevant to Target systems of SAP HANA 2.0 SP04 and above.

1: Switch to the OS time mode:
Start the system with the environment variable “HDB_TIMER=system”

In case that the systems are running in the cloud for SAP HANA 2.0 SP04 set the following parameters
using HANA Studio->SQL Console SAP HANA System Database (Multi Tenant or Single Tenant
configuration)

ALTER SYSTEM ALTER CONFIGURATION ('nameserver.ini', 'SYSTEM' ) SET ('delta',
'preallocated nodebuffers') = 'l' WITH RECONFIGURE

ALTER SYSTEM ALTER CONFIGURATION ('indexserver.ini', 'SYSTEM' ) SET ('delta',
'preallocated nodebuffers') = 'l' WITH RECONFIGURE

SAP HANA on each Tenant Database

ALTER SYSTEM ALTER CONFIGURATION ('indexserver.ini', 'SYSTEM' ) SET ('delta',
'preallocated nodebuffers') = '1l' WITH RECONFIGURE

2: Startup the SAP HANA Database and Application server using the current
time (normal operation)

If applicable: Set the snc/enable = 0 (default) SAP parameter (i.e.tcode RZ11) The Testimony RFC
connection should have SNC set to innactive (under the Logon & Security tabel) In the SAP GUI ->
Connections -> Edit -> Network Activate the Secure Network Communication -> tick box SNC logon with
user/password (no Single Sign On) -> tick box

3: Shutdown both the SAP Application Server and the HANA Database Server

4: Shift time for SIDADM (for the two OS users responsible for the Database
Server and the Application Server)

Ensure this is carried out on both SAP Application Server and the Database Server

5: Start the SAP HANA database

Check that the HANA DB services are running (HANA Studio > Landscape and HANA Studio >
Performance or unix: #pd -ef | grep hdb) Check for errors (HANA Studio -> Alerts & HANA Studio ->
Diagnosis Files)

6: Start the SAP Application Server Check for errors (Transactions: ST22,
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SM21)

7 Adjust parameters (if applicable) BDLS — Execute conversion of logical
system names Check/adjust parameters
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6.5.7. TimeShiftX Troubleshooting

Most frequent TimeShiftX issues

Below are the most frequent issues seen with operating TimeShiftX with SAP, however, please find
further troubleshooting for TimeShiftX from the Vornex documentation here.

1. SAP HANA Database does not start after a time shift

Possible Causes:
The HDB_TIMER parameter has not been set

Resolution:
Switch to the OS time mode — on the SAP HANA Database server
Set the environment variable ‘HDB_TIMER=system’ , i.e. in the .profile or .bash_profile for adm

Possible Causes 2:
Time travel command to a “specific clock” was used i.e.:
$ tsx set -u 02/02/2021 23:45 -

Resolution 2:
Run the time travel command using “offset clock”
$tsxset-u-d-2-h14-m-15

2. SAP HANA Database locks bring the SAP system to a halt after time travelling

Possible Causes:
The SAP HANA Database configuration parameters have not been set for SAP HANA 2.0 SP04 or
higher

Resolution:

Set the following parameters using HANA Studio->SQL Console

SAP HANA System Database (Multi Tenant or Single Tenant configuration)

ALTER SYSTEM ALTER CONFIGURATION (‘nameserver.ini’, ‘SYSTEM’ ) SET (‘delta’,
‘preallocated_nodebuffers’) = ‘1" WITH RECONFIGURE

ALTER SYSTEM ALTER CONFIGURATION (‘indexserver.ini’, ‘SYSTEM’ ) SET (‘delta’,
‘preallocated_nodebuffers’) = ‘1" WITH RECONFIGURE

SAP HANA on each Tenant Database

ALTER SYSTEM ALTER CONFIGURATION (‘indexserver.ini’, ‘SYSTEM’ ) SET (‘delta’,
‘preallocated_nodebuffers’) = ‘1" WITH RECONFIGURE

3. The SAP Application or/and SAP Database hang or are frozen after time travelling

Possible Cause:
The time shift command was run when the SAP Application or/and SAP Database were still running

Resolution;:
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Make sure that both the SAP Application and the Database have been shutdown before time shifting
4. The SAP Application does not start after time travelling

Possible Cause 1:
The time shift command was not properly run.

Resolution 1:
Check the time shift command for syntay errors, i.e. the TimeShiftX VCGui command is a comma
separated list with no blanks

Possible Cause 2:
If SSO (Single Sign On) is used the snc/enable must be setto 0

Resolution 2:

Change snc/enable = 1 to snc/enable = 0 in the profile file

Make a copy of the current profile file to “*\\SYS\profile\.orig”

Change parameter snc/enable =1 to snc/enable =0 and add parameter login/quiet_mode = 0

Note: The Testimony RFC connection should have SNC set to inactive (under the Logon & Security tab
in SM59)

5. Short Dump ZDATE_LARGE_TIME_DIFF occurs after a time shift

Possible Cause:
Not all SAP Database and Application users/processes/services are time travelling

Resolution:

Make sure that all relevant users/processes/services have been time shifted

If not all SAP Services are running under the SAPService user. For example if the SAP Database
services are running under the SYSTEM user the C:\Program Files (x86)\Vornex\TimeShiftX\
HookingRules.json file will need to be adjusted accordingly.

For example in case of MaxDB (see attachment):

(1) “user”: “SAPServiceTE1"}, {-> must be added to the “hook”: [ section

(2) Replace “sapstartsrv.exe” with “kernel.exe”

(3) Remove the {‘user”: “SYSTEM"}, line from the “noHook”: [ section

(4) C:\> tsx set -u SAPServiceSYSTEM -d 1 add SYSTEM to the tsx command

6. Where can | see the license valid to date?

Resolution:

Linux: Open and read the a0.lic file located in the i.e. /etc/tsx/license directory

Windows: Open and read the a0.lic file located in the C:\Program Files (x86)\Vornex\TimeShiftX\hooks
directory

7. How to start the Vornex TimeShiftX service in MS Windows

Resolution:
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Right click on the Taskbar and open the Task-Manager -> Services -> right click on Vornex TimeShiftX
-> Start or run services.msc -> Services -> right click on Vornex TimeShiftX -> Start
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6.6. Root Cause Analysis

Testimony Root Cause Analysis (RCA), enables Testimony to automatically tie defects raised during a
playback to transports deployed as part of the release. This enables you to more efficiently pinpoint
unintended regression errors associated with the release being tested.

A brief introduction to Testimony RCA is contained in the Testimony v2.21 Release Notes here.
Testimony RCA uses functionality from Basis Technologies’ ActiveControl change management product
to analyse transports, and tie the objects in those transports to defects raised during the Testimony

playback.

In order to use Testimony RCA, you need to install the ActiveControl software and perform some initial
configuration so that the object hierarchy used by RCA is generated.

The following sections of this manual take you through the steps required to do this.
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6.6.1. Installing the ActiveControl software

As mentioned previously, in order to use Testimony RCA you need to have the ActiveControl software
installed. The installation process and requirements vary slightly depending on your configuration and
whether or not you are an existing ActiveControl customer.
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6.6.1.1. Customers without ActiveControl

If your company does not already use ActiveControl, then you will need to install the product into your
Testimony Central System and your Testimony Target (Playback) System. The ActiveControl installation
takes the form of a transport which is provided by Basis Technologies. Please contact your Basis
Technologies Account Manager, or Basis Technologies Support, to have these transports sent to you.
You will be sent the transport for the latest version of ActiveControl.

Given that your Target System is created as a copy of production as part of each Testimony recording

and playback cycle, you will need install the ActiveControl transport as part of the refresh process every
time you perform a recording and playback cycle.
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6.6.1.2. Existing ActiveControl customers

If you are an existing ActiveControl customer, then the process of installing ActiveControl for your
Testimony installation differs slightly depending on the respective architectures of your ActiveControl
and Testimony landscapes.

=

Testimony RCA is available with versions of ActiveControl from v7.02 onwards. If your
version of ActiveControl (or its predecessor product, Transport Expresso) is older than
this, then you will not be able to use Testimony RCA in your existing ActiveControl
landscape without first performing an upgrade of ActiveControl. If you wish to make use
of the Testimony RCA functionality then please talk to your Basis Technologies Account
Manager about an upgrade of ActiveControl.

ActiveControl is already installed in your Testimony Central System and/or your Testimony Target
System

If you have used the same system as both your ActiveControl Domain Controller and your Testimony
Central System, or your Testimony Central System is under the control of ActiveControl for transports,
then ActiveControl is already installed and there is no further installation effort required in the Testimony
Central System. It is also likely that ActiveControl is already installed in other systems in your landscape,
including your production system. Since the playback system is created as a copy of production (or other
system being recorded) then there is also no need to perform any further installation.

ActiveControl is not already installed in your Testimony systems

If your Testimony Central System and your Target System do not already have ActiveControl installed,
then you will need to install it in those systems.

* It is important that the version of ActiveControl being used for Testimony RCA is the
same as the version being used elsewhere in your estate. You should contact your Basis
Technologies Account Manager to request the installation files for the version of
ActiveControl that you are currently running in the case that you need to install it in any
of your Testimony systems.
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7. License Keys

License keys are required on the Central system directly through Testimony and the Diffuser licenses
are required in each system Central, Source and Target as per the links below:

» Central Licenses
» Diffuser Licenses
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7.1. Central Licenses

Testimony is licensed by the central system and the individual source systems that are to be recorded.
Within this screen users can see existing licenses that are currently installed and add/change existing
ones.

Before a central license is applied or once a central license key has expired, Testimony users won’t be
able to use the software and all the drawer menus will be disabled. Only the “License Keys” menu will
be operational.

Installing a License Key

Install License Key: Click this push button to install the new supplied license key. The first operation in
a new system is to install the central license key,

Source system keys are installed in the same way, although note you won’t see the source systems
details unless is it loaded into the current plan you have selected, if no source system is currently in the
plan you won'’t see the status of the source system key although you will still be able to install this key.

Testimony
@
| Information
&L Testimony is licensed by the central system and the individual production systems that are to be recorded. Within
= Plan @ this screen you can see existing licenses that are currently installed and add/change existing ones.
TY1 TestPlan 266 |~
! License Key Management
< > -
. - &) (&)
L, Overview ] I e T S ¥ S B I S 6
z Select license key file
Overview | Sts | License Key Status
Link Type Looient fl EI@E @ License Valid
& Home f o+ |- | Datemodfied | Type LW emee i
£ Plan Status | Mo itemns match your search.
& | Display Plan | |_Quick access
£ Change Plan |
[y Documentation I .
Version Info o
= !
EE Audit Logs e
(@] Alerts - ! e
[f License Keys i
Libraries
This PC
[ﬁ Configuration @ all s AR
s Metwork
I% Recording ~ File name: H ] - Open
oo, Files of type: AllFies () -
iFﬁ Execution
|E Results TZUFSUZTT Tr—
| Central System F
{[ Reporting | iﬁ ke b
|
|FEz utiities |

Delete a License Key

Delete License Key: Click this push button to delete an expired license key.
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Testimony
Information %
- Testimony is licensed by the central system and the individual production systems that are to be recorded. Within
5 Plan [X]| this screen you can see existing licenses that are currently installed and addy/change existing ones.
[T¥1 Test pLzn 266 Ml | O
License Key Management
License K¢ pelete license K=y Ntral and Source Systems)
| System Ty, e, Desription Inst. Number | Expiry Date | 5ts] License Key Status
E] Source System |TYL TY1 Recording 0020537154 < | No license key found
] | central System | TD3  Controller / Central System | 0020537154 |31.01.2018 | @ | License Valid
Lovernview |
Overview
| Link Type
A2 | Home
£y | Plan Status
&y | Display Plan
£ | Change Plan
E | Documentation
H |versioninfe |  J——
B | Audit Logs License key details
1 Ale_rts | Fied [ value
[a] License Keys [ System ID (Derived) TV
[l | System ID (License Key) | 1
i | Installation Number (Derived) 0020537154
g | Installation Number (License Key) 0020537154
_ . [ | version (Major) - |00
#Configuration [  Version (Minor) 01
% Recording | ¢l | Maximum Number of Plans Allowed 0000
EaReposttory [ | Start Date 00000000
= o7l | Expiration Date 20090201
Executi
S ® | Central System Flag
[BResults &5 | Maximum recordings allowed per year | 0000 B
B Reporting P | Licensed SAP Production Users 000000 2
dEeUtiities =
|| IL<l¥]

Request a License Key

Click on “Request New License Key” push button to get a detailed explanation about how to request a
new license key. A window will appear providing details to be sent in an email to Basis Technologies
support via email in order to request renewal license keys.

Testimony
&
PD Testimony is licensed by the central system and the individual production systems thet are to be recorded. Within
=S Plan @ this screen you can see existing licenses that are currently installed and add/change existing ones.
[TviTestPanzes v |
| License Key Management
<
(&) [eg]
A%O\.rerview .
Overview [E Request new license key
Link Type To reguest a new license key for Testimony from Basis Technologies, please email the following:
A% Home Recipient: support@basistechnologies.com
£, Plan Status Subject: Request New License Key for Testimony
& Dis Plan Email Body:
ﬁ, Change Plan Please generate license key(3) for the following systems:
Change Plan =
. ID: TY¥1l INST: 0020537154 CENTRAL: 02
%"tf“"’" ID: TD3 INST: 0020537154 CENTRAL: 01
i Version Info
ER Audit Logs
@M Alerts
[{ License Keys
v|x]
4 a '
T Svstem 1D (Derved) TV
System ID (License Key) TY1l
Gz Installation Number (Derived) 0020537154
2+ Configuration | *# Installation Number (License Key) 0020537154
@ Recording | & Version (Major) oo
" | (Minor) 01
S fcp ooy @& Maximum Number of Plans Allowed 0000
||E Execution | f3 Start Date 00000000
[EResuts ||| | @ Expiration Date 20090201
i"ﬁ e | @F Central System Flag
u[@: Utilities |
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7.2. Diffuser Licenses

Testimony also requires Diffuser licenses to be installed on the central and source systems.

The Transaction /IN/BTR/LICENSE is used to access the License Administration for Diffuser where the
‘Testimony Listener Agent’ licenses can be installed.

Diffuser License Administration can also be accessed via the MiniCube transaction /N/BTR/MINICUBE
after pressing the Diffuser Mode button and selecting the license key button.

MiniCube - Explorer

@ @ Capacity Groups Diffuser Definition & License Key App Store

',_g Z Accelerators | [18J! | | [E= Transform || [£8 Appiog || £ Resutes || [ ntervals || [%a variants || £ App. Servers || [&F Pause |[&# Resume ||
i Apps q -
v BB (2) jeTr/sampLe_rLichT_reror || (2) /BTR/SAMPLE _FLIGHT REPORT Diffuser Sample: Flight Report

Status| Instance Mame Started By Start Date Start Time | End Date End Time | Status | Comp |Remaining Active Job - +

CO@ American Airlines Flights | TENGLAND 05.05.2015  17:06:12  05.05.2015  17:07:54  Finished 100%

com  Lufthansa Flights TENGLAND 05.05.2015 17:04:01 05.05.2015 17:05:54 Finished  100%

The key components to managing your license are as below.

» Installing a License
e Check installed keys
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7.2.1. Installing a License

After entering the license screens through the transaction /N/BTR/LICENSE or via the button on the /N/
BTR/MINICUBE as described in Maintaining Licenses.

To install a license simply select the “Install key file” option as below and execute.

Diffuser License Manager

&

() Check instaled keys

() Install key file

() Test key file (no install)
)Remove all licence keys
) Export installed keys
() List installed products

Select the file you want to install. The filename will contain a 10 digit number for the SAP installation
number of the intended system.
There may also be the three character system ID and the product name.

Loak in: | License Kevs - @
D= MName Date modified Type =
';rﬁ || 0020225364 Syctem Copy 11/06/2013 1415 File ¥
Recent places | | 0020236723 System Copy 02/03/2015 16:48 File
[ || |0020236723 AAA System Copy 25/02/2013 1815 File
- | | 0020233728 Syctem Copy 04/06/2015 10:37 File
Deskio | | 0020233728 System Copy 04/06/2015 10:37 File
T .. || L10020233931 System Copy 04/06/2015 10637 File
. .. || 0020234634 Syctem Copy 02/03/2015 19:27 File
S || 0020307081 System Copy 02/03/2015 1621 File
|| 0020307081 Add Systemn Copy 25/02/2015 1&10 File
Eh’g-. | | 0020537154 DM Graviti - Fast Month End D, 27/03/2015 1(:22 File
i |D020537154 DM1 System Copy 02/03/2015 09:28 File
___ThisPC__| || 0020537154 MD2 Graviti - Fast Month End D... 25/03/201509:35  File
@ |1 0020537154 MD2 Rebop - Faster rescheduling  28/05/2015 15:37 File N
|| 0020615222 System Copy 02/03/2015 16:43 File
Metwork N T R S nnrnr A A e -
1 b L
File name: 0020537154 DM System Copy A Cpen
Files of type: All Files (°7) -
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Diffuser License Manager
@ &% ¥ ¥ B Tin B8

Prod. ID| Product Mame | Consist. Valid Expiry Date Sys ID Installation | Reports
GTSC System copy GT @ [~ ] 30.04.2015 AAs 0020307081



7.2.2. Check installed keys

To check the products you have installed in your system, select the “List installed products” option as
below and Execute.

Diffuser License Manager
&

(@ Check installed keys

(i Install key file

i Test key file (no install)
' Remove all licence keys
i Export installed keys
“iList installed products

The keys installed are shown as below. Note that any red status icons indicate a problem with the key
details being consistent with the system or being out of validity.

Diffuser License Manager
& & F F &3 TF 1% EH
Prod. ID Product Mame Consist. Valid Expiry Date Sys ID| Installation Reports

31.12.2016 MD2 0020537154
28.05.2020 MD2 0020537154
18.02.2017  MD2 0020537154

001z 0013 DevOps - Archiving of IDOCs
REBOP  REBOP - Rescheduling\Backorder Processing
GTSC System copy GT

D00 OooooD
D00 OooooD

MODR2  Diffuser 31.01.2016  MD2 0020537154 30
ool 0001 Graviti - Fast Month End Depreciation 23.03.2020 MD2 0020537154 30
0011 0011 Javelin - Joint Venture Accounting 16.03.2017 MDZ 0020537154 30
TED1  TED1 Advanced dependency check 26.02.2018 MD2 0020537154 30
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8. Validating the Installation

To validate the installation it is compulsory to advance the installation in the order below:

1. Complete First Recording and Playback
2. Complete QA Testing
3. Complete Production Ramp-Up
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8.1. First Recording and Playback

Having completed the Technical Setup you are now ready to perform your first recording and playback.

Follow the Quick Start Guide for details on how to perform a recording and playback in Testimony. The
below steps should be executed.:

1. Test Plan and System Connections

A test plan must first be created and configured prior to any recordings being performed or playbacks.
2. Performing a Recording

This is the process for activating and monitoring the recording on the source systems.

3. Review Recording/Send to Repository

Once recording is complete, you should review the scripts that have been captured and move them to
the Testimony script repository.

4. Create execution queue

Transfer recorded scripts from the repository to the execution queue.

5. Performing a Playback

This is the process to prepare for, execute and monitor the playback of recorded activities on the target
systems.

6. Review Playback Results

The end result of the process which highlights discrepancies between what was recorded and what was
seen during the playback. Note if you play back into the same system as you recorded from, you might
get failures due to different results.

With installation of Testimony confirmed QA Testing can begin or you can complete further testing in the
Sandbox system.
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8.2. QA Testing

Basis Technologies recommends that the Testimony setup is fully tested before operating in a

production system.

When deploying to the system identified to act as the source system for QA testing ensure the source
system setup is run through as defined in the technical setup here.

The QA Testing of Testimony needs to take place in a system where a good volume of system operation
can be recorded, for example existing QA testing that is running. At this point a target system is required
where playback can occur with no users logging on to change data after the copy is taken until the
playback is completed, as users logging on and changing data could cause unexpected failures in the
playback.

The QA Phase scope and approach will be based on multiple levels of testing, running Testimony

recordings and playbacks with incremental complexity and volumes as per the example below. We would
strongly recommend completing at least 2 high volume recordings and playbacks.

Level Volume Users Filtered Duration No. of Bots Dailog Batch RFC

1 Low 1 Yes 5 minutes 1 Yes

2 Medium All No 30 minutes 2+ Yes Yes

3 High All No 3 hours 2+ Yes Yes Yes
4 High All No 10 hours+ 3+ Yes Yes Yes

Verify a minimum of the following as a part of your testing

Impact on the Source system is within the KPIs agreed while recording
Verify the expected transactions are recorded with the correct data
Ensure the playback is executed correctly with minimal errors

Confirm that the playback completes within expected timings

Ensure that critical transactions are played back correctly

Ensure coverage analysis operates as expected

Check the results of the playback are as expected

No ok WODND =
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8.3. Production Ramp-Up

When deploying to a production system run through the source system setup as defined in the technical
setup here.

Then schedule recordings which incrementally increase the recording time and complexity as below,
while the SAP Basis team closely monitors the system performance as per the user guide here.

Level Volume Users Filtered Duration Dialog Batch RFC

1 Low 1 Yes 5 minutes  Yes

2 Medium <50 Yes 10 minutes Yes

3 Medium <50 Yes 30 minutes  Yes Yes

4 Medium All No 30 minutes  Yes Yes

5 High All No 1 hour Yes Yes Yes
6 High All No 3 hours Yes Yes Yes
7 High All No 5hours+ Yes Yes Yes
8 High All No 8 hours + Yes Yes Yes

On successfully completing the ramp up of recordings you can then schedule a recording along side a
system copy, start the recording first then copy the system restoring the system back as per the
recommended steps here.. You should then prepare to start your first production playback.
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9. Installing Testimony in new systems

When installing Testimony in new systems go back through the same steps for the type of system where
Testimony is being installed as below:

Central System

Source System

Target System

Bot System

* If upgrading always ensure that the enhancements are deactivated before deploying new
testimony transports

Page 87 of 100



Basis Technologies Testimony - Installation and Setup Guide - 2.70_en

10. Upgrading Testimony

This section summarises the key considerations and the steps involved in performing such a Testimony
upgrade. The information contained within this section of the guide is version-agnostic and aims to act
as a record of the high-level steps of upgrading Testimony, not in configuring new functionality contained
within the latest release of the product.

Please read the following sections to be aware of the upgrade process:
» Upgrade Considerations

» Upgrade Steps
« Upgrade Responsibilities
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10.1. Upgrade Considerations

The following should be considered as part of an upgrade to latest version of Testimony:

1. Latest software transports will need to be applied in the Central system plus Source and Target
Systems. The Bot executable will also require an upgrade.

3. Always be aware that when applying Testimony transports to Source or Target systems there should
be no or very low activity when upgrading as there will be short dumps for active users. The
Testimony enhancements should also be deactivated before transports are deployed.

4. Testimony is NOT backwards compatible because of the nature of some of the new functionality. This
means you have to apply the new Transports in the systems and upgrade the Bot machines at the same
time.

5. As Testimony is NOT backwards compatible older recordings may not be able to be successfully
played back on the newer versions: you will need to check on compatibility between versions by
contacting Basis Technologies Support. The best advice is always to record and playback on the same
version of Testimony. Anything already executed and with results will still be stored for future reference.

6. New authorisation roles will need to be applied to all users. If copies of roles were taken previously,
these will need to be updated as part of the Upgrade.

7. Existing Testimony General Parameters won’t be overwritten by the upgrade, however, you should
consider that the default parameters provided, may now be best practice for the operation of Testimony.

8. Please note that if you are an existing Mass Data Runtime (MDR) / Diffuser user, this will need to be

carefully managed during the upgrade. Productive use of MDR / Diffuser can be negatively impacted if
an Upgrade to ActiveControl is done in isolation of it.

* Always ensure that you read the release notes for the new release prior to upgrading.
The release notes for Testimony v2.21 can be found here.
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10.2. Upgrade Steps

The key steps to perform an upgrade of Testimony are summarised below:

Step Activity

01

02

03

04

05

06

07

08

09

10

11

Provision of
Testimony
Software

Verify if existing
MDR/Diffuser
Customer

Read the
ReadMe

Plan the impact
on your current
recordings

Plan upgrade
timing over a
short period of
time

Plan the
deployment of
transports

Deactivate
Enhancements
in Source and
Target
systems

Deploy
transport to
Central system

Check Central
system setup

Deploy
transport to
Source system

Check Source
system setup

Other Information

To request the latest version of Testimony, please email your Basis Technologies
Account Manager

If you are an existing MDR/Diffuser customer, please ensure you inform Basis
Technologies — as upgrading to the latest version of Testimony can have
detrimental impact on the existing MDR/Diffuser installation if not carefully planned.

Carefully read the ReadMe file provided with the transports when upgrading.

As Testimony is NOT backwards compatible older recordings may not be able to
be successfully played back on the newer versions. You will need to check on
compatibility between versions by contacting Basis Technologies Support. The
best advice is always to record and playback on the same version of Testimony.
Anything already executed and with results will still be stored for future reference.

Testimony is NOT backwards compatible because of the nature of some of the new
functionality. This means you should plan to apply the new Transports in the
systems and upgrade the Bot machines in a relatively short period of time as you
may not be able to record or playback with incompatible versions

The enhancement transports can cause short dumps while being deployed to
a Source or Target systems therefore choose a time of ideally no activity or very
low activity to deploy the transports.

Deactivate Testimony enhancements before deploying transports by running the
program /BTI/AUT_DEACT_ENH to deactivate enhancements directly on the
Source and Target systems.

Apply upgrade transports one by one in the order specified to Central System(s)

Check the Central system setup section for the version of Testimony being
deployed as this may have been updated.

Apply upgrade transports one by one in the order specified to Source Systems

Check the Source system setup section for the version of Testimony being
deployed as this may have been updated.
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12

13

14

15

16

17

18

19

20

21

22

Deploy
transport to
Target system

Check Target
system setup

Deploy new Bot
software

Check bot
machine setup

Check security
roles

Consider team
training

Testimony
Central System

Testimony
Testing

Review System
Refresh Steps

Carefully
deploy
Testimony to
Production
Environments

Communicate
Testimony
Upgrade
Complete
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Apply upgrade transports one by one in the order specified to Target Systems

Check the Target system setup section for the version of Testimony being
deployed as this may have been updated.

Deploy new bot software as per the ReadMe with any other steps actioned while
deploying.

Check the bot setup is complete as per the Bot Setup section for the version of
Testimony being deployed as this may have been updated.

Check Testimony supplied roles are in place for the correct users, the upgrade may
have provided extra authorisations in roles provided. These roles should be re
copied if the standard Testimony roles supplied were copied into the local naming
conventions

If functionality has changed or there is a change of process intended as a part ot
the upgrade

Validate the Central system is setup as expected and check if any of the current
General Parameter’s should be updated with the new default settings provided.

Ensure test recordings and playbacks are run, this will ensure any steps missed in
upgrading systems are picked up by running recording and playback tests

Check the system refresh steps section for the version of Testimony being
deployed as this may have been updated.

1. Find a time with no or very low activity on the system

2. Deactivate Testimony enhancements by running the program /BTI/
AUT_DEACT_ENH

3. Apply upgrade transports one by one in the order specified

Ensure you update your team on the new version of Testimony and any differences
in process.
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10.3. Upgrade Responsibilities

Basis Technologies-led Upgrades

Basis Technologies strongly recommend that a Testimony upgrade is performed with assistance from
one of our Solution Specialists. This not only ensures that the benefits of the newer functionality can be
more efficiently reaped, it also helps ensure that any teething issues and questions encountered during
the Upgrade process can be addressed in a more timely fashion since we are directly involved in the
process.

If you are interested in upgrading to latest Testimony with assistance from Basis Technologies, please
contact your Account Manager to discuss next steps.

Customers Self-Upgrades

For any customers that choose to upgrade Testimony themselves, remote support will be provided by
Basis Technologies to our standard support terms. However if a customer self-upgrade causes any
issues to the existing Testimony configuration or ongoing usage of the tool, then any Basis Technologies
corrective actions will potentially be chargeable on a Time & Materials basis.

If you are wanting to upgrade to Testimony yourself, please still inform your Account Manager so that the
software can be provided.
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11. Uninstallation

To remove the installation of Testimony from your system there are steps to follow to ensure it is
completed safely.

The tool will have been installed in Central, Source and Target systems. There are Uninstallation
transports supplied for each system and they will be supplied by Basis Technologies upon request.
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11.1. Uninstall Transports and Configuration

Transports

Via the Add-On Manager, you can apply the deletion Transports to remove all the objects associated
with Testimony.

The transports will be provided by Basis Technologies upon request.

It is recommended that the uninstallation of any Production system objects is carried out according to
your system maintenance schedule.

Note that all workbench objects will be removed via this approach and none are required to be manually
handled.

Data and Configuration

Note: All Testimony-related data for recordings, playback and analysis will be removed when
uninstalling.

There will be RFC connections remaining; these should be either deactivated, removed or retained if still
operational for other purposes.

Security Gateway information for the bot machine and Testimony access within transaction SMGW for
secinfo/reginfo will need to be removed.

System parameters, as set up in the Gameplan, can be reverted to their original settings. The
parameters altered are:

* “rsdb/esm/buffersize_kb” in Source systems

+ “rsdb/esm/large_object_size” in Source systems
+ “rsdb/esmj/max_objects” in Source systems

» “gw/acl_mode” in Central system

+ “rsdb/esm/buffersize_kb” in Central systems

+ “rsdb/esm/large_object_size” in Central systems
* “rsdb/esmj/max_objects” in Central systems

* “sapgui/user_scripting” in Target system
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11.2. Timing & Sequence

However since software is being removed it is best practice to conduct the removal during a planned
maintenance window.

It should be noted that there is no specific order in which to uninstall the Testimony add-on as there are
no inter-system dependencies between Central, Source and Target.
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11.3. License Keys

Any license keys associated with your Testimony tool will become inactive at the time of uninstallation.
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11.4. Dependencies

If you are operating other tools from Basis Technologies you should submit a request as per our support
process before uninstalling the Diffuser Framework, as it is separate from Testimony and these
installations would be compromised.
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12. Software Support

After appropriate testing on your SAP test systems, you are now ready to use Testimony within your
productive landscape. Remember that Testimony is dormant in your SAP system until activated for
recording. You must ensure that Testimony recordings are deactivated after the required recording
period in order to ensure that Testimony returns to its dormant state.
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12.2. Support from Basis Technologies

Raising Support Tickets

To request support from Basis Technologies on any issue relating to our product sets (ActiveControl,
Transport Expresso, DevOps, Testimony, Diffuser, BDEx Utilities or Transformation), support can be
requested from Basis Technologies by submitting a request via our support portal link here.

Submitting your request will automatically create a ticket in Zendesk, the ticketing tool used by Basis
Technologies.

Require additional Information or Services?

If additional information or services relating to any of Basis Technologies product sets is required, you
can contact us via the support portal link here , or alternatively by contacting your assigned Basis
Technologies Account Director.
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